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Preface

Cloud computing has recently gained great attention from both academia and IT
industry as a new infrastructure requiring smaller investments in hardware platform,
staff training, or licensing new software tools. It is a new paradigm that has fol-
lowed grid computing technology that has made a revolution in both data storage
and computation.

Cloud computing can be seen as any subscription-based or pay-per-use service
that extends the Internet existing capabilities. It can be used as a
“software-as-service (SaaS Cloud)” or as a “platform-as-service (PaaS Cloud)” or
as an “infrastructure-as-service (IaaS Cloud).” Data-storage-as-a-service (DaaS
Cloud) has also emerged in the past few years to provide users with storage
capabilities.

In parallel with this progress, big data technologies have been developed and
deployed so rapidly and rely heavily on cloud computing platforms for both storage
and processing of data.

These technologies are widely and increasingly used for applications and ser-
vices development in many fields, such as Web, health, and energy.

In other words, cloud computing and big data technologies are considered within
the current and future research frontiers. They also cover several fields including
business, scientific research, and public and private administrations.

This book addresses topics related to cloud and big data technologies, archi-
tectures and applications including distributed computing and data centers, cloud
infrastructure and its security, end-user services, big data and their applications.
Most part of this manuscript is devoted to all security aspects related to cloud
computing and big data.

This book aims to be an up-to-date reference for researchers and end users on all
aspects related to cloud computing and big data technologies and application.
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Topics

• Cloud architecture
• Mobile computing
• Green computing
• Resource allocation
• HPC
• GPU
• Energy efficiency
• Big data
• Security and privacy

Target Audience

Information systems directors, academicians, researchers, students, developers,
policy-makers will find this book very useful, through its twenty-four chapters that
cover several theoretical and experimental studies and researches in the fields of
cloud computing, big data, and security.

Organization of the book

This book covers several concepts and features related to cloud computing and big
data theoretical background, technologies, and applications. It also addresses some
advanced security issues related to them such as data privacy, access control, and
fault tolerance. It is organized as follows:

Chapter 1 presents two highly efficient identity-based signcryption schemes that
can be used as a building block for a proxy re-encryption scheme. These schemes
allow users to store signed and encrypted data in the cloud, where the cloud server
provider is able to check the authentication but not to derive the content of the
message.

Chapter 2 presents a thorough study allowing to identify a set of security risks in
a cloud environment in a structured way, by classifying them by types of service as
well as by deployment and hosting models.

Chapter 3 proposes a new effective security model for mobile cloud
database-as-a-service (DBaaS) in which a user can change his password, whenever
demanded. Furthermore, security analysis realizes the feasibility of the proposed
model for DBaaS and achieves efficiency. It also proposes an efficient authenti-
cation scheme to solve the authentication problem in MCC.

Chapter 4 proposes a new scheme that aims to improve FADE security by using
Trusted Platform Module (TPM). The proposed scheme provides a value-added
security layer compared to FADE with less overhead computational time.
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Chapter 5 presents some new approaches for data protection in a cloud and
discusses a new secure architecture based on three layers.

Chapter 6 introduces a middleware solution that provides a set of services for
cost-effective management of crowdsensing data for mobile cloud computing.

Chapter 7 proposes a solution based on fragmentation to support a distributed
image processing architecture, as well as data privacy. The proposed methods
combine a clustering method, the fuzzy C-means (FCM) algorithm, and a genetic
algorithm (GA) to satisfy quality of service (QoS) requirements. This solution
reduces the execution time and security problems. This is accomplished by using a
multi-cloud system and parallel image processing approach.

Chapter 8 compares different scenarios of collaborative intrusion detection
systems proposed already in previous research work. This study is carried out using
CloudAnalyst which is developed to simulate large-scale cloud applications in
order to study the behavior of such applications under various deployment con-
figurations and to choose the most efficient implementation in terms of response
time and the previous parameters.

Chapter 9 presents a t-closeness method for multiple sensitive numerical
(MSN) attributes. It could be applied to both single and multiple sensitive numerical
attributes. In the case where the data set contains attributes with high correlation,
then this method will be applied only to one numerical attribute.

Chapter 10 proposes a conceptual model with architectural elements and pro-
posed tools for monitoring in Real-Time Analytical Processing (RTAP) mode smart
areas. This model is based on lambda architecture, in order to resolve the problem
of latency which is imposed in transactional requests (GAB network).

Chapter 11 presents a new noise-free fully homomorphic encryption scheme
based on quaternions. Trans-ciphering is supposed to be an efficient solution to
optimize data storage in the context of outsourcing computations to a remote cloud
computing as it is considered a powerful tool to minimize runtime in the client side.

Chapter 12 designs an approach that embraces model-driven engineering prin-
ciples to automate the generation of the SLA contract and its real-time monitoring.
It proposes three languages dedicated, respectively, to the customer, the supplier,
and the contract specification by using machine learning to learn QoS behavior at
runtime.

Chapter 13 proposes a new approach for content-based images indexing. It
provides a parallel and distributed computation using Hadoop Image Processing
Interface (HIPI) framework and Hadoop Distributed File System (HDFS) as a
storage system, and exploiting graphics processing units (GPUs) high power.

Chapter 14 draws a new method to classify the tweets into three classes: positive,
negative, or neutral in a semantic way using WordNet and AFINN1 dictionaries,
and in a parallel way using Hadoop framework with Hadoop Distributed File
System (HDFS) and MapReduce programming model. It also proposes a new
sentiment analysis approach by combining several approaches and technologies
such as information retrieval, semantic similarity, opinion mining or sentiment
analysis and big data.
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Chapter 15 presents parallel and distributed external clustering validation models
based on MapReduce for three indexes, namely: F-measure, normalized mutual
information, and variation of information.

Chapter 16 conducts a systematic literature review (SLR) of workflow
scheduling strategies that have been proposed for cloud computing platforms to
help researchers systematically and objectively gather and aggregate research evi-
dences about this topic. It presents a comparative analysis of the studied strategies
and highlights workflow scheduling issues for further research.

Chapter 17 presents different techniques to achieve green computing with an
emphasis on cloud computing.

Chapter 18 exposes a GPU- and multi-GPU-based method for both sparse and
dense optical flow motion tracking using the Lucas–Kanade algorithm. It allows
real-time sparse and dense optical flow computation on videos in Full HD or even
4K format.

Chapter 19 examines multiple machine learning algorithms, explores their
applications in the various supply chain processes, and presents a long short-term
memory model for predicting the daily demand in a Moroccan supermarket.

Chapter 20 evaluates the performance of dynamic schedulers proposed by
StarPU library and analyzes the scalability of PCG algorithm. It shows the choice
of the best combination of resources in order to improve their performance.

Chapter 21 proposes a machine learning approach to build a model for predicting
the runtime of optimization algorithms as a function of problem-specific instance
features.

Chapter 22 formalizes the Web service composition problem as a search problem
in an AND/OR service dependency graph, where nodes represent available services
and arcs represent the semantic input/output dependencies among these services.

Chapter 23 presents a text-to-speech synthesizer for Moroccan Arabic based on
NLP rule-based and probabilistic models. It contains a presentation of Moroccan
Arabic linguistics, an analysis of NLP techniques in general, and Arabic NLP
techniques in particular.

Chapter 24 presents a context-aware routing protocol based on the particle
swarm optimization (PSO) in random waypoint (RWP)-based dynamic WSNs.

Mostapha Zbakh
Mohammed Essaaidi

Pierre Manneback
Chunming Rong
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Elliptic Curve Qu-Vanstone Based
Signcryption Schemes with Proxy

Re-encryption for Secure Cloud Data Storage

Placide Shabisha, An Braeken(&), Abdellah Touhafi,
and Kris Steenhaut

Department of Engineering Technology (INDI) and Department of Electronics
and Informatics (ETRO), Vrije Universiteit Brussel, Brussels, Belgium

{placide.shabisha,an.braeken,abdellah.touhafi}@vub.be,

ksteenha@etrovub.be

Abstract. Data storage in cloud computing leads to several security issues such
as data privacy, integrity, and authentication. Efficiency for the user to upload
and download the data in a secure way plays an important role, as users are
nowadays performing these actions on all types of devices, including e.g.
smartphones. Signing and encryption of the sensitive data before hosting can
solve potential security breaches. In this chapter, we propose two highly efficient
identity based signcryption schemes. One of them is used as a building block for
a proxy re-encryption scheme. This scheme allows users to store signed and
encrypted data in the cloud, where the cloud server provider is able to check the
authentication but not to derive the content of the message. When another user
requests data access, the originator of the message first checks the authorization
and then provides the cloud server with an encryption key to re-encrypt the
stored data, enabling the requesting party to decrypt the resulting ciphertext and
to validate the signature. The proposed scheme is based on elliptic curve
operations and does not use computationally intensive pairing operations, like
previous proposals.

Keywords: Data storage � Signcryption � Certificates � Elliptic cuve operations
ID-based authentication

1 Introduction

Data storage is one of the most important services of cloud computing. In order to
ensure data ownership in an off-site or remote storage system maintained by a third
party, a strong level of user authentication is required. Authentication is typically
obtained through public key infrastructure (PKI) mechanisms, organized by a certifi-
cate authority (CA). However, this method requires huge computation, maintenance
and storage costs to control the public keys and certificates of its users. We will study in
this chapter another, more efficient approach to deal with user authentication, define
two cryptographic primitives on this approach, and finally use one of them as building
block for the purpose of data storage.
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1.1 User Authentication

There are three different alternatives proposed in literature to establish user authenti-
cation. First, there are the identity (ID) based schemes [1] using computationally
demanding cryptographic pairing operations. Here a trusted third party, called the
private key generator (PKG), constructs a private key for the user with a corresponding
public key, which is equal to a known identity of the user. Consequently, ID based
schemes offer simple key management. As the private key is generated by means of a
secret of the PKG, ID based cryptosystems have inherent key escrow. In addition,
besides the usage of computationally demanding operations, several other disadvan-
tages are present in this method. Firstly, there is the need of a secure channel between
the PKG and the user to share its private key. Secondly, since the PKG is aware of all
the keys in the system, it can act as a big brother and follow all communications. An
honest but curious PKG can thus collect a whole bunch of information, which it might
offer for sale. Finally, the last problem in ID based schemes is that the complete
security depends on one single parameter, present at the PKG. In case the PKG is
hacked or compromised, the whole system collapses.

Two other alternatives that offer also simple key management, but remove the key
escrow, are the certificateless [2] and certificate based [3] approaches. In the certifi-
cateless approach, the private key of the user is generated by means of secret infor-
mation coming both from the PKG and the user itself. Consequently, they are resistant
against a PKG acting as big brother and the system does not depend on a single security
parameter. However, the need for a secure channel to share the secret information of
the PKG to construct the final private key is still present.

Certificate based systems, are able to address all of the above mentioned problems.
In particular, no secure channel is required between the user and the CA. There are 2
approaches in the certificate based systems, explicit and implicit. In implicit certificate
based schemes, the private and public keys are derived from the certificate and the
user’s identity, which ensures the relation between the identity of the user and the
corresponding public key. Note that this operation can be performed offline. In explicit
certificate based schemes, the user generates its own private and public key and
requests a certificate from the CA. For each user, the CA derives a certificate on this
key pair, using a random chosen parameter and its own private key. As a consequence,
the public key is extended with an additional parameter, which needs to be included in
the rest of the security protocols. This additional part is responsible for the relation
between identity and the first part of the public key.

1.2 Signcryption Schemes

In this chapter, ID based authentication is applied to a very important type of schemes,
called the signcryption schemes [4]. In these schemes, both the encryption and sig-
nature generation are obtained in a single phase. The sender has the guarantee that the
message can only be read by the authorized receiver (confidentiality), whereas the
receiver is ensured about the correctness of the origin (authentication) and the content
of the actual message (integrity). Moreover, the sender is not able to deny its partici-
pation at a later stage (non repudiation). To conclude, confidentiality, integrity,

2 P. Shabisha et al.



authentication, and non-repudiation are more efficiently obtained in a signcryption
scheme, compared to the traditional approaches, which first encrypt and then sign the
message.

In literature, recently two different explicit certificate based pairing free systems
have been described, which are proven to be secure in the random oracle model against
chosen-ciphertext attacks and existentially unforgeable against chosen-message attacks.
The system in [5] is based on the discrete logarithm problem (DL) and the one in [6] is
based on the elliptic curve discrete logarithm problem (ECDLP). In this chapter, we
will use the Elliptic Curve Qu-Vanstone mechanism to propose two implicit certificate
based schemes. The first one has similarities with [5], whereas the second one is
inspired by [6] but is using principles from the Schnorr signature [7]. This leads to a
slightly more efficient scheme since additions instead of inverse operations in the field
are used. Moreover, the advantage of the implicit based mechanism compared to the
explicit based approach is that there are less cryptographic operations required during
the actual signcryption and unsigncryption processes, as well as in total.

1.3 Proxy Re-encryption Scheme for Cloud Storage

Finally, we show how one of the proposed schemes can be used as an identity based
signcryption with proxy re-encryption feature, to be applied in the data storage of cloud
computing systems. As such, the originator has the possibility to create an encryption
key to re-encrypt the stored data, enabling the requesting party to decrypt the resulting
ciphertext from the cloud and to validate the signature. As far as the authors are aware,
our proposed scheme is the first in literature capable of realizing these features without
the usage of pairing operations.

1.4 Organization of Chapter

The chapter is organized as follows. In Sect. 2, we describe related work. Section 3
deals with some preliminaries. In Sect. 4, implicit certificate based signcryption
schemes are proposed. Section 5 shows how they are used as building block in the
proxy re-encryption scheme, demonstrating their usage in the context of data storage
for cloud computing. In Sects. 6 and 7, we discuss the security and the performance of
both the signcryption and the proxy re-encryption schemes respectively. Finally, the
conclusions of the chapter are presented in Sect. 7.

2 Related Work

We split the discussion on related work into systems related to signcryption and
solutions proposed for data storage in cloud computing.

2.1 Signcryption

In 2002, Malone [8] introduced the first identity based signcryption scheme, together
with a comprehensive security model. Many other proposals, including properties of

Elliptic Curve QV Based Signcryption Schemes for Secure Cloud Data Storage 3



multi receivers, anonymity, perfect forward secrecy etc., have followed [9–14]. In
2008, the introduction of the certificateless approach in signcryption schemes has been
proposed in [15]. The same year, also certificate based signcryption schemes [16] have
been introduced. The classical ID based signcryption schemes make use of computa-
tionally intensive pairing operations. As shown in [17], for binary fields, pairing
operations behave almost 5 times worse than EC point multiplications operations in
speed and energy performance.

Most of the certificate based and certificateless signcryption schemes are based on
pairing operation. However, very recently two pairing free, explicit certificate based
systems have been proposed [5, 6]. A performance comparison in [5] was given to
compare the schemes between [5, 6, 18–20]. Unfortunately, a wrong conclusion was
made for the performance comparison between [5, 6], probably due to a wrong
translation as [5] was expressed as a DL problem and [6] as an ECDLP. The system of
[6] outperforms [5]. Moreover, when the signature related operations are based on the
Schnorr scheme [7], the system of [6] can still be slightly improved.

On the other hand, many pairing free signcryption schemes based on elliptic curve
cryptography (ECC) without the specific condition of ID based authentication can also
be found in literature, see survey [21]. In these schemes, the guarantee that a given
public key belongs to a certain user is explicitly assumed, for instance by a third party
who is checking the integrity of the stored public key and identity data. This is a quite
strong requirement. In particular, among the most efficient proposals in literature, we
distinguish [22], where an efficient EC based generalized SC scheme is discussed. In
[23], the authors derived an anonymous EC based signcryption variant on [22], which
is called the ASEC scheme.

The proposed implicit certificate based signcryption scheme will use as underlying
key management system, the Elliptic Curve Qu-VanStone (ECQV) Implicit Certificate
Scheme [24],which includes ECCoperations and results inmuchmore lightweight public
key cryptographic (PKC) solutions, compared to the RSA based PKC systems [25].

2.2 Data Storage in Cloud Computing

Proxy re-encryption (PRE) is the classical cryptographic primitive that allows a semi
trusted party, called proxy, to re-encrypt a ciphertext for a certain user into another
ciphertext for another user without knowledge of the private key of one of the users
[26]. During the whole process, the proxy is not able to derive the original message.
This primitive has been applied in digital right management systems, distributed
storage systems, email forwarding, etc. in many different domains. Several identity
based PREs [27, 28] have been proposed in literature. In addition, identity based PRE
signcryption schemes are described in [29–32]. Here, [32] is not correct from a
mathematical point of view. Moreover, [30, 31] are not secure against the adaptive
chosen ciphertext attack, since the validity of the ciphertext is not checked by the proxy
at the beginning of the re-encryption process. All of them make use of pairing oper-
ations. In addition, [29] only satisfies resistance against adaptive ciphertext chosen
attacks, and still requires a secure channel between the participating entities. We
describe into detail the difference with respect to performance, both computation and
communication, between our proposed solution and [29–31] in Sect. 7.2.
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On the other hand, data access control schemes in the cloud storage, using PRE and
attribute-based encryption (ABE) have been proposed [33–36]. However, these
schemes do not consider the confidentiality of data and ignore the integrity and
authentication of data.

3 Preliminaries

ECC is based on the algebraic structure of elliptic curves (EC) over finite fields. The
curve in the finite field GF(2p) can be defined as Ep(a,b) with the equation y2 + xy =
x3 + ax2 + b where a and b are two constants in GF(2p) and b 6¼ 0. In [37, 38],
standardized curve parameters are described for p between 113 and 571 bits. We denote
by P the base point generator of the EC of order 2p, defined in the finite field GF(2p).
The EC based PKC system relies on the following two problems.

• Elliptic curve discrete logarithm problem (ECDLP): Given two EC points P and Q,
it is computationally hard for any polynomial-time bounded algorithm to determine
a parameter x 2 GF(2p)*, such that Q = xP.

• The computational Diffie Hellman Problem (CDLP) states that given 3 EC points,
P, xP, yP with x, y 2 GF(2p)*, it is computationally infeasible to derive the EC point
xyP = yxP.

Furthermore, we denote by H(.), a one-way cryptographic hash function (e.g.
SHA2, SHA3) that results in a number of GF(2p). The concatenation and the bitwise
XOR operation of two messagesM1 andM2 are respectively denoted byM1| M2 andM1

⊕ M2.

4 Implicit Certificate Based Signcryption Scheme

An implicit certificate based signcryption scheme consists of 5 phases: Setup, Initial-
izeKeyPair, Certification, Signcryption, and Unsigncryption. We denote the sender by
S and receiver by R. The corresponding operations to be performed in our proposed
signcryption schemes are described in the following paragraphs. The Setup, Initial-
izeKeyPair, and Certification phases are similar for both schemes. The actual sign-
cryption and unsigncryption phases are based on the same operations, but are slightly
different.

4.1 Setup

This phase is executed by the CA. For a given security parameter, the master secret key
msk and system parameters params of the CA are generated and published. The CA
defines an EC in GF(2p)* and selects a generator P of the curve. Next, the CA chooses a
random value a in GF(2p)* and computes GCA = aP. The public parameters
params = {P, EC, GCA} and msk = a.
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4.2 InitializeKeyPair

This algorithm is run at the user side with identity IDU. Given params, the user chooses
a random value rID and computes its public variant RID = rIDP. The tuple (IDU, RID) is
sent to the CA.

4.3 Certification

The CA is responsible for this process. Based on the received input (IDU,RID), a
certificate certID is generated. This certificate, together with an auxiliary variable r, is
sent to the user over an open channel. Based on this information, the user is then able to
derive its private and public key, while the other users are able to derive the same
public key given the user’s identity and certificate. To be more specific, the following
computations are required.

• First the CA chooses its own random value rCA 2 GF(2p)* and computes
RCA = rCAP. Then the certificate certID is defined by certID = RCA + RID.

• The value r = H(certID|IDU) rCA +a is computed.
• The tuple (certID,r) is sent to the user.
• The user can then derive its private key by dID = H(certID|IDU) rID +r and the

corresponding public key equals to PID = dIDP. This key pair is accepted only if
PID = H(certID|IDU)certID + GCA.

Consequently, when the user shares (IDU, certID), then, any other user can derive
PID = H(certID|IDU)certID + GCA, which represents the public key of the user with
identity IDU. This computation requires only one EC addition and one EC multipli-
cation and no separate value for the public key needs to be sent as in the explicit
certificate based signcryption schemes [5, 6]. The security of this scheme has been
formally proven in [39].

Finally, the mechanisms are correct since

PID ¼ dIDP

¼ ðHðcertIDjIDUÞ rID þ rÞP
¼ HðcertIDjIDUÞRID þðHðcertIDjIDUÞ rCA þ aÞP
¼ HðcertIDjIDUÞRID þHðcertIDjIDUÞRCA þ GCA

¼ HðcertIDjIDUÞ certID þ GCA

Scheme 1

4.4 Signcryption

The sender S of the message m will run the algorithm Signcryption SSR (.) by taking as
input the message m, the identities of sender IDS and receiver IDR, the receiver’s
certificate certR, the private key and public key of the sender pkS and the system
parameters params. The result is called the signcrypted message CSR. CSR = SSR
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(m, IDS, IDR, skS, pkS, certR, params). The signcryption phase consists of the following
steps.

• The first step for the sender is to compute the public key of the receiver:
PR ¼ HðcertRjIDRÞcertR þ GCA.

• Next, a random value r 2 GF(2p)* is chosen and R = rP is computed.
• The key is derived as k = rPR.
• The ciphertext is now defined as C1 = m ⊕ H(k).
• The following value is computed: C2 ¼ dSHðPSjcertSjC1jRÞþ rHðIDSjcertSjC1jRÞ.
• The output of the signcryption algorithm equals to the tuple CSR = (R, C1, C2).

Note that we assume the message to be encrypted is of smaller size than the size of
output of the hash algorithm. For longer messages, an encryption algorithm in
authentication mode can be used, like e.g. AES-GCM.

4.5 Unsigncryption

Upon arrival of CSR, the receiver R will run the unsigncryption algorithm Unsign-
cryption URS(.) to derive the original message m and to check the corresponding
signature on it. The identities of sender IDS and receiver IDR, the sender’s certificate
certS, the private key skR and public key of the receiver pkR, and the system parameters
params are used as input. The outcome of USR(CSR,IDS,IDR,skR,certS,pkR,,params) is
equal to either m’ or ⊥, dependent of a successful verification of the signature or not.
The signcryption algorithm is called correct if m equals m’. We now describe the
different steps into more detail.

• The receiver first needs to compute the public key of the sender by PS = H(certS|
IDS)certS + GCA.

• Next, the receiver checks if the following equality holds C2P = H(PS|certS|C1|R)
PS + H(IDS|certS|C1|R)R

• Then, the key k = dRR is derived and thus m = C1 ⊕ H(k).

The algorithm is correct since rPR = dRR and

C2P ¼ dSHðPSjcertSjC1jRÞPþ rHðIDSjcertSjC1jRÞP
¼ HðPSjcertSjC1jRÞPS þ HðIDSjcertSjC1jRÞR

Scheme 2

4.6 Signcryption

Again, we define the signcrypted message CSR as CSR = SSR (m, IDS, IDR, skS, pkS,
certR, params). The signcryption phase consists of the following steps.

• The first step for the sender is to compute the public key of the receiver: PR = H
(certR|IDR)certR + GCA.

• Next, a random value r2 GF(2p)* is chosen and R = rP is computed.
• The key is derived as k = rPR.
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• The ciphertext is now defined as C1 = m ⊕ H(k).
• The hash h = H(m|R|IDS|PS|certS) is computed.
• The parameter, C2 = r − hdS, is defined.
• The output of the signcryption algorithm equals to the tuple CSR = (h, C1, C2).

4.7 Unsigncryption

Again, the outcome of the unsigncryption scheme USR(CSR, IDS, IDR, skR, certS, pkR,,
params) is equal to either m’ or ⊥, dependent of a successful verification of the
signature or not. The different steps are now as follows:

• The receiver first needs to compute the public key of the sender by PS = H(certS|
IDS)certS + GCA.

• Next, the receiver computes R’ = C2P +hPS.
• Then, the key k’ = dRR’ is derived and thus m’ = C1 ⊕ H(k’).
• The last step is the verification of the signature by checking if the hash H(m’|R’|IDS|

PS|certS) equals to the received value h of the message CSR. If so, m = m’, if not the
output equals to ⊥.

The algorithm is correct since rPR = dRR and R ¼ C2Pþ hPS ¼ r � hdSð Þ
P þ hdSP ¼ rP ¼ R.

Differences Between Scheme 1 and Scheme 2
There are several small differences between both schemes.

• For the verification of the signature in Scheme 1, an EC point is transmitted,
whereas this is only a hash value in Scheme 2. With respect to the size of the
message, both schemes can behave similarly as it suffices to submit only the x-
coordinate of the point from which the y coordinate can be easily computed, taking
into account the definition of the curve.

• Scheme 1 is slightly less efficient than Scheme 2 from a computing point of view as
it requires one additional hash operation.

• In Scheme 1, the integrity of the ciphertext is verified, whereas the integrity check is
directly on the message for Scheme 2. As a consequence, Scheme 1 allows public
verifiability of the scheme, which is not possible for Scheme 2 without knowledge
of the message. Another advantage of this fact is that in Scheme 1, the integrity
check and the decryption can be split into two different processes, whereas these
two procedures are interrelated in Scheme 2.

Note that exactly the last difference is the main reason why we will use Scheme 1
in the proxy re-encryption scheme for the data storage.

5 Data Storage in Cloud Computing

We first describe the setting, followed by a detailed description of the cryptographic
operations to be performed by the different entities in the different phases.
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5.1 Setting

There are 4 entities in the scheme, the data owner or originator O, the cloud server
provider CSP, the data requestor R and the certificate authority CA. A proxy
re-encryption scheme consists of the following five phases.

1. Registration phase: The CA generates a certificate for each user based on its identity
during the registration phase, which is used to derive the corresponding public key
of the participants following the steps explained in Sect. 5.3. To be more precise,
we denote the private key, certificate and public key of the entities O, CSP and R by
(dO, certO, PO), (dc, certc, Pc) and (dR, certR, PR) respectively.

2. Data upload phase: The data owner O submits a signcrypted message, containing
the data to be stored at the CSP. The CSP checks the origin and integrity of the
received data and stores this information in the Cloud.

3. The request phase: The requestor R asks for access to the data to the data originator
in the data request phase.

4. Data re-encryption phase: After a positive validation of the authorization by O, a
re-encryption key is generated by O and forwarded to the CSP. Using this key, the
CSP updates the data on the cloud.

5. Download phase: After downloading the data, R is able to derive the original
content and to check the authentication of the message.

Figure 1 summarizes the different phases to be executed in the proxy re-encryption
scheme.

Cloud service provider

Originator Requestor

CA
1 1

1

2

3

4 5

Re-encryp on
command

Registra on

Upload
data Download

data

Data access
request

Fig. 1. Setting of data storage mechanism
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5.2 Security Requirements

The following security requirements should be taken into account:

• Resistance against an honest but curious CSP. In this setting, it means that the CSP
will perform all the required steps in the scheme, but might be curious in retrieving
the data for its own purposes (e.g. selling the data).

• Uniqueness of the CSP. Only the intended CSP is able to store and re-encrypt the
data, commissioned by the data owner.

• Resistance against impersonation attacks, man-in-the middle attacks and replay
attacks as all communications are over insecure channels, which can be jammed,
intercepted, replayed and changed by adversaries.

5.3 Security Mechanisms

The security mechanisms to be performed in this scheme are mainly based on the first
proposed signcryption scheme of Sect. 4. The main difference is in the construction of
the ciphertext message, which now includes also a key which is derivable by the CSP
and a key derivable by the O or R. This follows from the fact that the CSP is not
allowed to derive the message m, while still being the only entity able to offer the data
to its users and to check the integrity and authentication of the received data. The
registration phase is similar to the certification phase of the proposed ID based sign-
cryption scheme. So, we may assume that the entities possess a certificate, which links
their identity to their public key. We now explain in detail the four remaining phases.

Data Upload Phase
The data originator will upload its data m in encrypted format to the CSP. The CSP
should still be able to check the integrity and authentication of the data. We distinguish
operations to be performed at originator side and at CSP side.

The originator should first perform the following actions:

• A random value r 2 GF(2p)* is chosen and R = rP is computed.
• The key with the CSP is derived as k = rPC.
• The ciphertext related to the message m is now defined as C1 = m ⊕ H(dO|R) ⊕

H(k).
• The following value is computed:
• C2 = dOH(PO|certO|C1⊕H(k)|R) + rH(IDO|certO|C1⊕H(k)|R).
• Send the tuple CSR = (IDO, certO, R, C1, C2) to the CSP.

Upon arrival of the message, the CSP performs the following actions:

• The receiver first needs to compute the public key of O by PO = H(certO|IDO)
certO + GCA.

• Next, the CSP computes the key k = dCR and derives C1 ⊕ H(k) = m ⊕ H(dO|R).
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• Then, the CSP checks if the following equality holds C2P = H(PO|certO|C1⊕H(k)|
R)PO + H(IDO|certO| C1⊕ H(k) |R)R

• If so, the data (IDO, certO, PO, R, C1 ⊕ H(k), C2) is publicly published.

Data Request Phase
In this phase, another user is asking to get access to data of O. To this end, the user
sends its request containing the information IDR, certR to IDO.

Re-encryption Phase
Upon arrival of the request, O first checks the authorization of the requestor. If positive,
the corresponding public key PR is computed and O derives the message m by com-
puting m = C1⊕ H(k) ⊕ H(dO|R). Next, it executes again the signcryption scheme, but
with a different definition of the ciphertext. To be more precise, the following actions
are performed by O.

• A random value z 2 GF(2p)* is chosen and Z = zP is computed.
• The key with the CSP is derived as k = zPC and the key with the requestor as

kR = zPR.

• The ciphertext related to the message m is now defined as C1 = m ⊕ H(kR) ⊕ H(k).
• The following value is computed: C2 = dOH(PO|certO|C1 ⊕ H(k)|Z) + zH(IDO|

certO|C1 ⊕ H(k)|Z).
• The tuple CSR = (R, Z, C1, C2) is sent to the CSP.

Due to the presence of R, the CSP can link the message with the one stored in its
database. Next, the unsigncryption process, similar as in the data upload phase, should
be made by the CSP in order to complete the re-encryption phase. As a result, the data
(IDO, certO, PO, R, C1 ⊕ H(k), C2) is publicly published.

The Download Phase
Now, the requestor needs to compute kR = dRZ and C1 ⊕ H(k) ⊕ H(kR) in order to
obtain the original message m.

6 Security Discussion

We start with a formal discussion on the security of the signcryption scheme. Also, an
informal discussion on the proxy re-encryption scheme is given.

6.1 Formal Security Analysis of Signcryption Scheme

For the security analysis, we will use the proof by contradiction, as proposed in [40].
The formal definition of the ECDLP is expressed as in [41]. Let Ep(a,b) be the EC in
GF(2p)* with P the base point generator of order 2p. Consider the following two
distributions

Dreal ¼ fr 2 F 2pð Þ�; R ¼ rP : P;R; rð Þg
Drand ¼ fr;2 GF 2pð Þ�; R ¼ rP : P;R; kð Þg
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The advantage of any probabilistic, polynomial-time, 0/1-valued distinguisher D in
solving ECDLP on Ep(a,b) is defined as

AdvECDLPD;Epða;bÞ ¼ Prð P;R; rð Þ 2 Dreal : D P;R; rð Þ ¼ 1Þ � Pr P;R; kð Þ 2 Drand : D P;R; rð Þ ¼ 1Þj j

where the probability Pr(.) is taken over random choices of r and k. The distinguisher
D is said to be a (t,e)-ECDLP distinguisher for Ep(a,b) if D runs at most in time t such
that AdvECDLPD;Epða;bÞ � e. The following assumption holds.

ECDLP Assumption: For every probabilistic, polynomial-time, 0/1-valued distin-
guisher D, we assume that AdvECDLPD;Epða;bÞ\e, for any sufficiently small e > 0.

Consequently, no (t,e)- ECDLP distinguisher for Ep(a,b) exists. We consider two
types of adversaries. An adversary of type I can be an outsider or certified user, while
an adversary of type II is assumed to possess the master key a. Taking the ECDLP
assumption into account, we can state the following theorem.

Theorem 1: Under the ECDLP assumption, the proposed certificate based sign-
cryption schemes are provably secure against any type of adversary.

Proof: Let us assume that an adversary can solve the ECDLP to find the value r from
the points P and R = rP of Ep(a,b). Now we define the following oracle.

Reveal: This outputs the value r through the solution of ECDLP by using the points
P and R = rP of Ep(a,b).

The adversary A executes then two algorithms, Alg.1 and Alg.2, for the proposed
signcryption scheme SC. Define similar as in [41], Succ1ECDLPSC;A ¼ Pr Alg1 ¼ 1ð Þ � 1.
Then, the advantage function for Alg.1 is defined as

Adv1ECDLPSC;A t; qRð Þ ¼ maxA Succ1ECDLPSC;A

n o
;

where the maximum is taken over all A with execution time t and qR is the number of
queries to the Reveal oracle. We say that the proposed SC provides confidentiality if
Adv1ECDLPSC;A t; qRð Þ\e, for any sufficiently small e > 0.

We also define Succ2ECDLPSC;A ¼ Pr Alg2 ¼ 1ð Þ � 1, similar as in [42]. Then, the
advantage function for Alg.2 is defined as

Adv2ECDLPSC;A t; qRð Þ ¼ maxA Succ2ECDLPSC;A

n o
;

where the maximum is taken over all A with execution time t and qR is the number of
queries to the Reveal oracle. We say that the proposed SC provides security features
authentication, integrity, unforgeability, and forward secrecy if Adv2ECDLPSC;A t; qRð Þ\e,
for any sufficiently small e > 0.
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-------------------------------------------------------------------------
Alg.1
Capture the output of SC: (R,C1,C2) 
Call Reveal oracle. Outputs r=Reveal(Ep(a,b),P,R)
Use the value r, compute k=rPR
Retrieve the message m = C1 ⊕ H(k)
-------------------------------------------------------------------------
-------------------------------------------------------------------------

Alg.2
Capture the output of SC: (R,C1,C2) 
Call Reveal oracle. Outputs r=Reveal(Ep(a,b),P,R)
Use the value r, compute k=rPR
Retrieve the message m = C1 ⊕ H(k)
Change m to m’
Compute C1’ = m’ ⊕ H(k)
Call Reveal oracle. Outputs dS=Reveal(Ep(a,b),P,PS) 
Compute C2’= dSH(PS|certS|C1’|R)+ rH(IDS|certS|C1’|R).
Send (R,C1’,C2’) to the verifier
Verifier checks C2’P=H(PS|certS|C1’|R)PS+H(IDS|certS|C1’|R)R
If the verification satisfies then return 1 
else return 0
-------------------------------------------------------------------------

Now, we discuss the security features of the SC below, based on the above
discussion.

Confidentiality: According to Alg.1, the adversary is able to compute r from the
calculated R, and thus to compute the key and corresponding message. However, it is a
contradiction due to the computational difficulty of the ECDLP. Thus, for any suffi-
ciently small e > 0, the Adv1ECDLPSC;A t; qRð Þ\e. Consequently, if any adversary captures
the SC message (R, C1, C2), he cannot compute the parameter r from R, due to the
computational difficulty of the ECDLP. Therefore, the proposed SC provides
confidentiality.

Authentication: According to Alg.2, the adversary is able to compute r and dS. So, the
adversary may change the message m, as well as the values C1 and C2. However, it is
again a contradiction due to the computational difficulty of the ECDLP. Thus, the
Adv2ECDLPSC;A t; qRð Þ\e, for any sufficiently small e > 0. Since the attacker does not have
any ability to change the original message m, the values C1 and C2, the adversary is not
able to perform replay or man-in-the-middle attacks. Consequently, the SC provides
authentication.

Unforgeability: After capturing the SC message (R, C1, C2), the adversary needs to
find the private key of the sender dS and the randomly chosen value r to forge the
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message to a valid alternative (R, C1’, C2’). Again, this is not possible due to the
difficulty of the ECDLP since Adv2ECDLPSC;A t; qRð Þ\e, for any sufficiently small e > 0. So,
the proposed SC provides the unforgeability feature.

Forward Secrecy: Even if the adversary possesses the private key dS of the sender at a
later stage, he cannot recover the previously sent signcrypted messages because he has
to get the value r and retrieving the value r is difficult due to the ECDLP. As a result,
the adversary is not able to recover the previous original messages and the forward
secrecy feature of SC is preserved.

6.2 ID Based Signcryption Phase with Proxy Re-Encryption

As this scheme is based on the previously proposed ID based signcryption scheme, the
above security features are still valid. However, we need to check here in particular the
other security requirements:

• Resistance against a honest but curious CSP: The CSP is not able to derive the
content of the message, but can still check the validity. Since the ciphertext is
constructed by the originator based on an encryption using both secret keys with
CSP and requestor, the CSP cannot reveal its content. Note that this feature was not
present in [30, 31], making these schemes vulnerable to adaptive chosen ciphertext
attacks.

• Uniqueness of the CPS: No other user can take over the role of the CSP. This fact is
valid, since the originator of the message constructs the key as a XOR of two parts:
one part only known to the CSP and one part only known to the requestor. Con-
sequently, it is up to the CSP to prepare the final ciphertext and to get rid of this
secret part known by himself. Only the CSP is capable to derive a meaningful
ciphertext for the requestor.

• Resistance against impersonation attacks, man-in-the middle attacks and replay
attacks: No secure channel is required during the different communication phases.
This follows from the fact that the proposed signcryption scheme is used for the
submission of the data, which is proven to satisfy the required security features able
to resist this list of attacks.

7 Performance Discussion

We start with the evaluation of the signcryption schemes, followed by the evaluation of
the proxy re-encryption scheme. The evaluation of the two types of schemes is done
against state of the art protocols with similar features.

7.1 ID Based Signcryption Phase

The relevant schemes to be compared with are the explicit based signcryption schemes
[5, 6]. We are not aware of any implicit certificate based signcryption scheme in
literature.
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Table 1 denotes the numbers of the most compute intensive operations in each
scheme, both for Signcryption (S) and Unsigncryption (U). As can be concluded, our
both proposed signcryption schemes outperform the others by at least one EC addition.
Note that if the public key of the receiver (by the sender) or the public key of the sender
(by the receiver) is already computed in advance or stored, the performance of the
signcryption and unsigncryption phase respectively in our scheme can even be further
improved with one EC multiplication and addition less.

In addition, the size of the messages in the schemes [5, 6] is larger with a number of
|G|, where G represents the field in which the EC is defined. This follows from the fact
that the public key to be shared is extended with one additional EC point for explicit
certificate based schemes.

7.2 ID Based Signcryption Phase with Proxy Re-Encryption

For this scheme, the relevant schemes to be compared with are [29–31], as explained in
Sect. 2.2. However, note that only [29] satisfies resistance against adaptive ciphertext
chosen attacks, but [29] still requires a secure channel between CSP and O. In order to
use similar comparisons, we note that the upload phase in our scheme corresponds with
the signcryption process (SC) in [29–31] and the download phase with the unsign-
cryption (USC) phase in [29–31]. Our scheme is the only one without pairing opera-
tions. In addition, also with respect to the number of required EC multiplication and
addition operations, our scheme is still very modest, compared to the others.

We also compare the size of the ciphertext between the different schemes. Here, we
assume that the identities and certificates or public keys do not need to be explicitly
shared. Let us denote the size of the message by |m| and the sizes of the fields by |G|, |
G1, and |G2. As [29–31] are using pairing operations, G1 and G2 represent the cyclic
additive and multiplicative groups respectively. For comparison reasons, we do not
include the length of the identity, certificate or corresponding public key as these are
supposed to be known in advance by the other schemes (Table 2).

Table 1. Comparison of schemes

[5] [6] Scheme 1 Scheme 2
S U S U S U S U

EC multiplication (M) 3 5 3 4 3 4 3 4
EC addition (A) 2 3 2 3 1 2 1 2

Table 2. Comparison of ciphertext length for the different signcryption schemes with proxy
re-encryption

First level ciphertext size Second level ciphertext size

[30] 2|G1| + |G2| + |m| 2|G1| + |G2| + |m|
[31] 2|G1| + |G2| + |m| 2|G1| + |G2| + |m|
[29] 3|G1| + |G2| 2|G1| + |G2|
Ours 3|G| 3|G|
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If we assume that |G| = |G1| = |G2| = |m|, we conclude that [29–31] have similar
length for the first level ciphertext. Our scheme outperforms with |G|. For the second
level ciphertext [30, 31] have a larger length, compared to our scheme and [29]. The
size of our scheme is similar to [29].

8 Conclusion

This chapter proposes two versions of implicit certificate based signcryption schemes,
offering the most efficient signcryption schemes with ID based functionality in litera-
ture. One of the schemes is extended with the proxy re-encryption feature, leading to
the most efficient solution for data storage in the cloud as it is not based on the compute
intensive pairing operations. Both signcryption schemes and proxy re-encryption
scheme can be applied in many different application domains, which will be part of
future work.
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Abstract. The Cloud Computing is experiencing a powerful and very fast
development in the IT field. Based on the principle of virtualization, it allows the
consumer to use computing resources on demand, by means of the Internet,
regardless of location and time. This technology also ensures broadband net-
work access with fast realizing as required by the user. Finally, the invoicing is
determined according to the usage. However, the pooling of resources increases
the number of risks affecting the properties of; Confidentiality, availability and
integrity. These risks are related to several factors; Data location, loss of gov-
ernance and others. Unlike other works in which the risk analysis in Cloud
Computing is done passively.
This work aims to make a thorough study to identify the set of security risks

in a cloud environment in a structured way, by classifying them by types of
service as well as by deployment and hosting models. This classification is
fundamental since, except for the common risks, there are others which depend
on the type of used cloud and which must be determined.

Index Terms: Cloud computing � Risk identification � Security

1 Introduction

Cloud Computing is the dynamic provisioning of computing capabilities (hardware,
software or services) provided by a third party via the network [1]. It is an innovative
technology that knows a strong growth for all the benefits it offers. We distinguish five
characteristics of the Cloud [2, 3]; free on-demand service, broad network access,
pooling resources, rapid elasticity, and paid per use.

Several types of Cloud exist [2–4]. They are classified by Service Levels; software-as-
a-service (SaaS), platform-as-a-service (PaaS), and Infrastructure-as-a-Service (IaaS), by
models of deployment; public, private and hybrid Cloud, and by types of hosting [5, 6];
External and Internal Cloud).

Although cloud computing offers multiple benefits to consumers [7]; Such as cost
cutting, guaranteed accessibility, flexibility, automatic updates, and more. Security
risks [7] are a major impediment to its adoption; such as unavailability of infrastructure,
theft or loss of sensitive resources, or inconsistencies between jurisdictions. These risks
differ depending on the type of the used Cloud [4].

Several studies have focused on the risk analysis in the Cloud. Unfortunately, this
was made in a vague way. They simply list the risks to which a consumer is exposed
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after adoption of Cloud Computing in general without taking into account the speci-
ficity of each Cloud model.

In this work, we identify in a structured way the risks impacting security in a cloud
computing environments. This is thanks to a formal process beginning with the
understanding of the various pillars of the studied environment, passing by the
establishment of the inventory of elements to be protected and their vulnerabilities and
ending by the extraction and the classification of the natural and technological risks of
security according to the defined requirements of security. We will first present the
common risks between all the types of cloud, and then we will proceed to a classifi-
cation of risks by type (risks specific to each type). We will present the vulnerabilities
that lead to each risk, as well as the impact of this one.

The paper structure is as follows: Sect. 2 presents an overview of Cloud Com-
puting, Sect. 3 reviews the literature, Sect. 4 concerns the identification of risks in a
Cloud Computing environment based on the classification by type, and finally, Con-
clusion and perspectives are presented in Sect. 5.

2 Overview of Cloud Computing

According to the NIST [8], Cloud Computing is a model that allows access to a shared
network of computing resources.

The Cloud [7, 9] allows to supply distant customers with various types of services.
Thanks to the combination of several technologies, it provides computing and resource
storage capacities in the form of services which the consumer pays per use.

2.1 Characteristics of Cloud Computing

Cloud Computing characteristics [8, 10] are presented in Fig. 1.

Fig. 1. Cloud characteristics
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• Self-service on demand: A cloud user can access the desired computing resources
without the intervention of the provider.

• Wide network access: Cloud services supplied by the provider are available thanks
to the use of protocols supporting the use of heterogeneous client platforms such as
desktop computers, mobile computers, and mobile phones.

• Pooling resources: The Cloud provider uses a multi-tenant model to support queries
from multiple and different clients at the same time.

• Fast Elasticity: It is the ability to meet the needs of customers by reducing or
extending the supply of resources.

• Pay per use: Thanks to this concept, the customer pays only what he really
consumes.

2.2 Cloud Types

There are several Cloud models, each has its own characteristics. Thus, the advantages
and disadvantages change according to the type of Cloud.

We present in Fig. 2 the types of services [9], the models of deployment [2–4, 8]
and the types of hosting [5, 6].

2.2.1 Service Models
In this section, presentation of service models is done.

• Infrastructure as a Service (IaaS)
The service [9] consists in offering the access to a virtual computer park that includes
the set of servers, routers, firewalls, processors and others. The customer is permitted to
choose the configuration of these components according to his needs. This allows to
eliminate the costs of purchasing materials, to manage his infrastructure himself and to
be the only controller of network traffic, physical security, and investigation. However,
adoption of this service requires a high quality network connection and excellent IT
team management in consumer organization.

Fig. 2. The types of cloud
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• Platform as a service (PaaS)
Thanks to this service, the consumer can use a virtual platform via the web. The aim is
enabling consumer developers to deploy their own applications and services without
download of software and without investment [9]. However, they are forced to use the
tools provided by the supplier and have to be adapted to his requirements.

Adopting this service requires a good identity management of strong privileges,
especially for users administering the software platform.

• Software as a service (SaaS)
This is the highest level of cloud services. Thanks to this one, the end user needs only a
simple web access to use the applications [9]. The consumer does not have to worry
about making updates, adding security codes and ensuring the availability of the ser-
vice. The supplier is responsible for almost all aspects of security. However, trans-
parency is limited, so the consumer loses control of his resources.

2.2.2 Deployment Models
In this section, presentation of deployment models is done.

• The Public Cloud
The Public Cloud can be used by the wide public.

The services are accessible via the Internet and made available by a service pro-
vider, who handles and manages his infrastructure [2]. The disadvantage of this model
is the weakness of security.

• The Private Cloud
It is a model in which the Cloud is reserved for the exclusive use of a single organi-
zation [3]. This organization can own it if she possesses a data center, manage it,
operate it and control it, or she may leave this responsibility to an external entity or
combine both solutions [4]. The Cloud is located on the premises of this single
organization or on those of an external service provider.

The weak point of this model is that it does not allow the reduction of operational
costs.

• The Community Cloud
The community Cloud is provisioned to be used by organizations having a specific
community purpose (e.g., missions) [4]. It can be owned and managed either by one of
these organizations or by a third party.

• The hybrid Cloud
The hybrid cloud is composed of at least two different infrastructures (private, public
and community, or internal and external) [8]. Thus, companies which use this service
can, for example, switch applications hosted in an internal private cloud to a secure
public cloud. It allows to benefit from various types of services at the same time.
However, the possibility of reaching private cloud from that public by hackers is
enhanced.
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2.2.3 The Types of Hosting
In this section, presentation of the types of hosting is done.

• External Cloud: It is external to the organization [5], accessible via the Internet and
managed by an external provider, owner of the infrastructures [6].

• Internal Cloud: It is a cloud internal to the consumer organization and shared
between the different entities of this single organization [6]. Thus, it is open to the
privileged partners of the organization.

2.3 The Essential Elements to Protect

To benefit from cloud computing services, a user needs an access object, which can be
a desktop or portable computer, a tablet, or a smartphone. Computing infrastructures
are required to give him access to applications hosted on Enterprise or third-party
servers. Networks are also indispensable to establish a channel between these access
objects and servers or applications. Hence, the elements which should be protected and
secured are as follows:

• The access objects
An access object is a tool that allows access to applications and uses (examples:
computers, tablets, smartphones, etc.). The access objects use browsers to consume
Cloud services (examples: Chrome, Firefox, IE, Opera, or Safari). Each access object
can host one or more of these browsers. All applications, without any exception, can be
used from a browser.

• The IT infrastructure
The Cloud provides several services that need to be protected, such as virtual
machines, virtual servers, applications, platforms, infrastructures, databases, etc.

• The consumer resources
Consumer resources must also be imperatively secured such as; personal data, critical
data, applications, etc.

• The networks
The channel between access objects and servers or applications is a very attractive
attack target for hackers. Therefore, it must be supported when defining security
measures.

2.4 Identification of Threat Sources in a Cloud Computing Environment

A set of threat sources has been identified [11, 12]; Some threats are relative to the
behavior of malicious or incompetent staff, some are relative to internal or external
attacks by viruses, and others are relative to natural disasters or internal events
(Table 1).
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2.5 Security Constraints and Requirements in a Cloud Computing
Environment

The security requirements of Cloud consumers [13, 14] are presented in four main
areas; Availability, integrity, confidentiality and audibility.

• Availability: This is the property of timely accessibility of an essential element, by
authorized users [7]. For a function, it is the guarantee of the offered service
continuity and the respect of the expected response times.
Whereas for an information, it is the guarantee of the access to data under the
prescribed conditions of time or schedule.

• Integrity: This is the property of accuracy and exhaustiveness of an essential ele-
ment [13]. For a function, it is the assurance of conformity of the treatment algo-
rithms or implementations, with regard to specifications. It is also the production
guarantee of correct and complete results of the function. Whereas for an infor-
mation, it is the non-alteration of data. It is also the guarantee of accuracy, and
exhaustiveness of the data towards errors of manipulation, accidental phenomena or
unauthorized uses.

• Confidentiality: This is the property of an essential element of being known only by
authorized users [14]. Thus, it is the ability to withdraw from the provider without
constraints and to resume the outsourced activity or to transmit it to another pro-
vider with sufficient reactivity. This confidentiality is defined by the protection of
the algorithms describing the management rules, the results and the data for which
disclosure to an unauthorized third party would be harmful. It is also the absence of
disclosure of confidential treatments or data.

Table 1. Threat sources in a cloud computing

Types of threat sources Examples

• Human sources
- Internal attacks
Malicious internal human source with low capacities Personnel
Malicious internal human source with significant capabilities The IT manager
- External attacks
Malicious internal human source with low capacities Housekeeping staff
Malicious external human source with significant capabilities Competitors

Computer maintenance staff
Internal human source, without intention of damaging with low
capacities

Employees not serious

Internal human source, without intention of damaging with
important capacities

System administrators not
serious

• Virus
• Natural phenomenon Lightning, wear…
• Internal events Electrical failure, premises

fires
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• Audibility: It is the property of an essential element, allowing to recover, with
sufficient confidence, the circumstances in which this element evolves [14]. This is
the ability to perform intrusion and vulnerability tests and to have access to audit
trails. It is in fact the ability to know the person or the automated process at the
origin of the request for processing or accessing information and to know the other
relevant circumstances associated with that access request.

3 Literature Review

Almost all authors present the security risks associated with using cloud computing in
their works in bulk without proper classification.

In the work [15], the authors are interested in the presentation of the risks with
regard to the use of Cloud services in the context of Swiss organizations. The key risks
are; ignorance of the customer organization, bad performances of the cloud applica-
tions, loss of governance, denial of service, destruction of data, loss of control, inse-
curity of data transport and financial transactions, and physical insecurity.

The work [16] presents the security risks associated with Cloud adoption in general,
such as risks related to privacy, to data ownership and disclosure, to confidentiality and
location Data, to non-control, to regulatory and legislative non-compliance, to lack of
audit, to continuity of activity and disaster recovery, to trust, to access control policy,
and risks related to the emerging threats in Cloud Computing.

The work [17] also presents the risks in the general context. These risks are related
to trust, to architecture, to identity management, to isolation, to data protection, to
availability, to location, and also associated with protection.

The work [18] defines six categories of risks; Risks associated with the privileged
user access, risks of non-compliance, risks related to relocation and segregation of data,
availability risk, risk of non-recovery of data and risk of non-support in cases of
problem or conflict.

As for the authors of the works [3, 7, 19–21], they use a certain classification
method that corresponds to their visions and not to the cloud types.

The work [3] presents the following classification; risks at the application layer,
risks at the network layer, risks at the physical layer, and human risks.

In the work [7], risks are subdivided into three categories; Security risks (access,
availability, network loading, integrity, security, location and data segregation), privacy
risks and consumer risks (the risk of ignorance).

In the work [19], risks are classified in the following form: Man in the middle
attacks, network layer risks and application layer risks.

The work [20] adopts a classification of risks in eight elements. These risks are
related to the security of network (security of transfers, use of the firewall and security
of the configuration), to the security of interfaces (API, administrative interface, user
interface, Authentication), to data security (cryptography, redundancy and destruction
of data), to virtualization (isolation and vulnerabilities of the hypervisor), to governance
(data control, security control and dependency of the service provider), to compliance
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(service level agreements, loss of service), to audit, and legal risks (data location and
provider privileges).

The work [21] presents a risk classification corresponding to suppliers such as data
security, confidentiality and control risks, organizational risks, technical risks, and
those related to compliance, verification and physical security. And another corre-
sponding to consumers like; security of data, confidentiality and control risks, technical
risks and risks related to compliance, verification and physical security.

The work [22] proposes on the other hand, a conceptual model and its formal-
ization, to evaluate the security risks related to the Cloud. The steps are; pre-selection
of services and establishment of context, risk assessment (global, by process, by
fragment, or by task/data), definition of accepted risks and those not tolerated and
deployment of the Cloud solution with the definition of the risks not accepted in the
contract, and finally the control of these requirements’ compliance periodically.

None of the works above use an orderly method to evaluate risks within a cloud
environment. No classification of risks corresponding to service levels, types of
deployment or types of Cloud hosting has been performed and therefore the specificity
of each of these types is not taken into account.

4 Identification of Risks Based on Classification by Type

A risk is the likelihood that a particular threat may exploit a given vulnerability of the
system. The dispersion of data as well as the multiplicity of participants, in the Cloud
Computing environment, weaken the provider in its ability to ensure security criteria
presented in the section above. The risks to which users of a Cloud system are exposed
[3, 7, 13, 22–28] are presented in the sections below and summarized after that
(Table 2).

4.1 Generic Risks

The use of Cloud implies security risks regardless of the type of the used cloud.

4.1.1 Risks Related to Data Security
The adoption of a Cloud Computing solution can result in data protection issues [7,
13]. They are owed to the loss of data control by the consumer and also to the
unconsciousness of the supplier about the nature and the gravity of risk that can arise
from such concerns.

• Risk of data loss
Using cloud computing, the risk of data loss increases [23]. It can be caused by a
backup technical problem, a Datacenter attack, a physical attack, a natural disaster, or
even by a human factor.

It will be advisable to consider this aspect by using appropriate backup procedures
such as replicating data on separate sites and implementing a data recovery plan
including emergency guidelines.
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• Risk of data modification
Outsourcing data to a cloud computing provider creates a risk to the integrity of the
information system due to; dependency of the supplier, loss of data control, lack of data
and communications encryption, and vulnerabilities that result in account theft and
unauthorized access.

The integrity of the data affects the accuracy of the information preserved in the
system [7]. The provider must therefore implement all the devices, ensuring the
integrity of the processed information until termination of the contract.

• Non-recovery of data
The consumer must have the guarantee of data recovery in cases of; early break or end
of contract. The service supplier must undertake to restore the full data in accordance
with the deadline conditions expressed by the consumer without affecting the conti-
nuity of his service.

• Loss of controlled destruction of data
At the end of the contract or in case of the move to another service provider, the
consumer risks that his data will remain archived in the service provider system [23],
even after a request for removal, which affects the confidentiality of these data. This
problem may be voluntary or involuntary; Caused by a defect in backup procedures or
by disinfection of sensitive media.

When a request to delete data is received by the provider. The latter must undertake
to proceed to a real deletion taking into account all the copies that exist.

4.1.2 Usurpation of Identity and Unauthorized Access
The management of the identities and the accesses is of paramount importance in a
cloud computing [13, 28], rather than in a traditional network, for the huge amount of
resources to manage. The mismanagement of identities and accesses can infer on
confidentiality, integrity or availability properties.

• Usurpation of identity
It results in the steal of Cloud user identity. This is a consequence of the deficiencies in
identification and authentication mechanisms [27].

The authentication must be mutual. Client authentication should be controlled, but
also provider authentication must be supported.

• Unauthorized access
The Cloud Consumer defines upstream an access policy to his resources that must be
respected. However, the multiplicity of participants within a Cloud network represents
a potential source of unauthorized access risks.

It is, therefore, appropriate to use a data segregation approach which allows the
isolation of sensitive resources from the rest of the traffic [7]. Also, access control must
be supported seriously by the provider.

4.1.3 Technical Risk [23]: Deficiencies in Interfaces and APIs
The only way of management and interaction between consumer information system
and Cloud services is the programming interfaces (APIs) that are made available to the
client by the service provider.

Cloud Computing: Overview and Risk Identification Based on Classification by Type 27



When the API is affected by a dysfunction, this leads to a total or a partial loss of
service. Therefore, the APIs involve a potential risk of availability and security, par-
ticularly with the lack of control.

4.1.4 Risks Related to the Choice of the Service Provider

• The use of data except perimeter
The use of data except perimeter is a primary risk of using the Cloud. This is due to the
loss of control and unchecked resources. The provider may use consumer resources for
other purposes such as the sale of data.

The provider must commit to secure resources against any external entity.

• Management of Cloud by incompetent or malicious people
Most attacks of information systems result from internal sources [12]. An example of
these systems is cloud computing. It is managed by people with high privileges, and
having a strong knowledge of the system implementation, so they present a potential
devastating risk to the security of the Cloud and Resources hosted on this one.

• Non-compliance with security requirements
The regulatory compliance and the certification are initiatives of security having a
significant impact on information security practices [16]. When a Client adopts a Cloud
Computing solution, he expresses his requirements in terms of security which are
translated into SLAs clauses.

The lack of traceability of data access, the inability of customers to perform con-
trols and audits, and also the impossibility to verify whether SLA clauses are respected
or not, lead to non-compliance risks [24].

4.1.5 Legal Risk
The authorities of the country where the cloud is installed may have the access right to
the resources hosted in this one since the laws of personal data protection change from
one country to another one [23]. The ignorance of sovereignty exposes client resources
to the risk of compromising data confidentiality.

4.1.6 Risks Related to the Break of Service

• Risk of moving to another supplier
After subscribing to a cloud service, the move to another provider becomes very
difficult. The lack of data or service portability solutions can result in additional costs or
a blockage due to the unavailability of resources.

The reversibility conditions must therefore be defined at the time of subscription,
and the provider must undertake to provide the needed help to migrate data consumer
to another Cloud service.

• Cessation of service
When using a Cloud Computing solution, we should expect a cessation of service at
any time [24]. This can be caused by several factors; cloud-hosted systems can be
blocked by the service provider if the consumer does not pay the invoices on time, if
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there is no Internet connection, if there are failures in hardware and lack of redundancy
and replication of connection means, or if the service provider decides to close the
service.

• Risk of the end of contract
At the end of the contract between the provider and the consumer of Cloud service, the
consumer resources that have been stored in the Cloud must be deleted by the service
provider. If data escape to the deletion procedure and remains on the Cloud, it can be
revealed to an unauthorized third party.

4.2 Classification of the Risks Corresponding to the Service Models

4.2.1 Risks in IaaS
In the IaaS model, the security problems are different from those related to the PaaS and
SaaS models [4]. This difference returns to the nature of the offered service. The
security issues induced by the using of IaaS model differ slightly [29]. Here are the
risks:

• Infrastructure management by incompetent or malicious staff of consumer
organization

The adoption of the Cloud and the choice of appropriate service must be seriously
studied to make its integration into consumer organization easy and successful. When
choosing the IaaS service, the consumer must be responsible for the management and
control of the infrastructure himself. However, if the skills of his staff are not com-
patible with the needs of a cloud environment either if they are malicious, the confi-
dentiality, the integrity and the availability of data and services are put at risk.

• Bad use of virtual machines
Using the IaaS service, consumer organization is allowed to create virtual machines
[28] that must be regularly managed and controlled by the staff of the consumer
organization. The non-use of certain machines can cause the forgotten of their control,
leaving the door open to several attacks.

4.2.2 Risks in PaaS
In the PaaS model, the service provider offers users a certain control over the work
environment in order to develop their applications. In this context, all the underlying
security at the application level, such as the detection and prevention of attacks and
intrusions on networks and systems, is under the responsibility of the service provider.

• Loss of control of its applications
The deployment of consumer applications on an external infrastructure increases the
possible sources of attacks of these ones. This risk rises with the loss of control by the
consumer entity, especially in distant countries.

• The use of SOA
Service Oriented Architecture (SOA), often used in the PaaS, may present vulnera-
bilities either within the services or through their interactions [28]. SOA libraries are
managed by the cloud service provider, the consumer entity does not have a direct
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control over the management of these elements. This situation may give rise to
uncorrected vulnerabilities that causes unavailability, Loss, and disclosure of applica-
tions if they are exploited.

• Loss of control of the application development cycle
The application development cycle is under the control of the cloud service provider.
The consumer entity has little control, particularly on the security requirements which
were taken into account during the development cycle. This lack of control can result in
a level of security that does not meet the needs of the users of the application.

4.2.3 Risks in SaaS
Many companies remain reluctant to move their software into an SaaS offer. Security
issues are the main cause of disinterest in SaaS. This is mainly related to the lack of
transparency and visibility on how the data are stored and secured. Indeed, in SaaS, a
client is totally dependent on his service provider to apply the appropriate security
measures to the data and applications but also to ensure complete isolation of the
consumer data.

• Risk of loss of data ownership
The supplier provides to consumers applications online. During the use of these
applications, consumers provide data that may be personal or sensitive.

If the ownership of the data is not clearly defined, the service provider may deny
access to consumer or even charge extra fees at the end of the contract to restore them.
It is, therefore, necessary to consider this aspect before the migration to the Cloud [16]
by explicitly specifying the ownership of data in the contract [30].

4.3 Classification of the Risks Corresponding to the Deployment Models

Using a private cloud, the consumer has a full control over the infrastructure, from
deploying hardware to application layers. Whereas, using a public cloud, the consumer
has control over the virtual machines and services running on them, but does not
control the processor cycles, network, and storage of the underlying infrastructure.

4.3.1 Risks in a Public Cloud

• Collateral risks
An attack towards an entity using a public cloud can have an impact on the other
entities adopting the same cloud [5]. Especially, if the provider delays in correcting the
system vulnerabilities. This is particularly the case of the Distributed Denial of Service
attacks (DDoS).

• Manipulation of resources by parties using the same Cloud

When a virtual machine is used by two consumers at the same time, the risk of being
attacked each other increases. Defects in isolation can also occur, for example, when a
storage space is released by one entity and then recovered by another without erasing of
the content.
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4.3.2 Risks in a Private Cloud

• Risk of insufficient resources
A cloud is seen as a way of reducing costs related to the purchase and the maintenance
of IT materials and applications. It is, therefore, difficult to make business managers
realize that the adoption of the private cloud implies an additional cost [31]. Budgets
are sometimes trimmed, which leads to insufficient capacities.

4.3.3 Risks in a Hybrid Cloud

• Interdependence
The hybrid Cloud is a combination of other types of cloud, having different security
characteristics. An attacker can therefore seize this opportunity and access systems with
critical security from less critical systems. The special security measures of security,
which should be adopted to solve this problem, are still not used by providers.

4.4 Classification of the Risks Corresponding to the Types of Hosting

Security risks related to the using of an external Cloud differ from those related to the
using of an internal Cloud, since in the latter, the consumer retains control over his
resources.

4.4.1 Risks in External Cloud

• Reallocation of resources
The relocation of data on different storage sites can lead to an explosion of resources
and their distribution in various countries [5]. The lack of management and control of
this geographical distribution, by the consumer, can lead to a non-respect of regulatory
constraints, related to the location of the data on the territory of a State.

• Non-isolation of environments and data
The pooling of resources is a basic characteristic of the Cloud. However, the risks
caused by this typical feature are numerous; Such as confidentiality of data and pro-
cessing, and availability. Sealing between the different consumer environments is a
condition that must be validated to deal with this risk [5].

In the case of an environment shared between several “tenant clients”, two kinds of
attacks are possible; the “guest-hopping” type and the attacks against the hypervisors
type [32].

• Loss of control and governance
The outsourcing of the IT system and the use of external Cloud services are interpreted
by the renunciation of the control over his infrastructure. It is caused by the loss of
direct control of the information system [5, 26], and by the opaque management and
exploitation.
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4.4.2 Risks in Internal Cloud
There are no specific risks to the internal cloud. The risks to which the consumer of an
internal Cloud is exposed are common risks between all cloud types.

5 Conclusion and Perspectives

Cloud computing is a topical issue that is very important in the IT domain. It is a
subject of debate between, corroborates and opponents people. This, because even with
all the benefits it offers such as on-demand service, scalability, flexibility and cost
reduction, its adoption increases the risk of insecurity related to the fact that the
consumer resources are outsourced that makes consumer completely dependent on the
Cloud provider.

Table 2. Security risks in a cloud computing environment

Cloud Types Specific risks Generic risks

Service
models

Iaas - Infrastructure management
by incompetent or malicious
personnel of consumer organization
- Bad use of virtual machines

• Risks related to data security
- Risk of data loss
- Risk of data modification
- Non-recovery of data
- Loss of controlled destruction
of data
• Usurpation of identity and
unauthorized access

- Usurpation of identity
- Unauthorized access
• Technical risk
- Deficiencies in interfaces and
APIs
• Risks related to the choice of
the service provider

- The use of data except
perimeter
- Management of Cloud by
incompetent or malicious
people
- Non-compliance with
security requirements
• Legal risk
• Risks related to the break of
service.

- Risk of moving to another
supplier
- Cessation of service
- Risk of the end of contract.

PaaS - Loss of control of its applications
- The use of SOA
- Loss of control of the application
development cycle

SaaS - Risk of loss of data ownership
Deployments
models

Public - Collateral risks
- Manipulation of resources by
parties using the same Cloud

Private - Risk of insufficient resources
Hybrid - Interdependence

Types of
hosting

External - Relocation of resources
- Non-isolation of environments
and data
- Loss of control and governance

Internal –
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An exhaustive identification of security risks in cloud computing can help to
identify the gaps that exist in order to propose solutions and, thus, to face the adoption
brake of Cloud.

The existing works propose risk analyzes of a superficial character. This is only a
presentation of Cloud risks in the general context. This motivated us to propose a more
complete identification in which the risk analysis is done for each type of cloud
separately, and deeper, analyzing the vulnerabilities and the impact of each risk.

The proposal of solutions for certain risks, among those studied along this work,
will be the subject of a future work.

Acknowledgments. This research was supported by the National Center for Scientific and
Technical Research of Morocco.

References

1. Rai, P.K., Bunkar, R.K.: Study of security risk and vulnerabilities of cloud computing. Int.
J. Comput. Sci. Mob. Comput. 3, 490–496 (2014)

2. Alali, F.A., Yeh, C.-L.: Cloud computing: overview and risk analysis. J. Inf. Syst. 26(2), 13–
33 (2012)

3. Probst, T.: Assessment and analysis of network security mechanisms in virtual cloud
infrastructures. INP Toulouse (2015). (in French)

4. Hammi, B.: Towards Source Detection of Malicious Activities in Public Clouds: Application
to Denial of Service Attacks. Troyes (2015). (in French)

5. White Book: Cloud Computing security: Analysis of risks, responses and good practices
(2010). (in French)

6. Cigref: Fundamentals of cloud computing-the business perspective (2013). (in French)
7. Chandran, S., Angepat, M.: Cloud computing: analyzing the risks involved in cloud

computing environments. In: Proceedings of Natural Sciences and Engineering, pp. 2–4
(2010)

8. Mell, P., Grance, T.: The NIST definition of cloud computing (2011)
9. Grevet, N.: Cloud computing: evolution or revolution? (2009). (in French)
10. Kaliski Jr., B.S., Pauley, W.: Toward risk assessment as a service in cloud environments. In:

HotCloud (2010)
11. Chou, T.-S.: Security threats on cloud computing vulnerabilities. Int. J. Comput. Sci. Inf.

Technol. 5(3), 79–88 (2013)
12. Claycomb, W.R., Nicoll, A.: Insider Threats to Cloud Computing: Directions for New

Research Challenges, pp. 387–394 (2012)
13. Clarke, R.: User Requirements for Cloud Computing Architecture, pp. 625–630 (2010)
14. Ramgovind, S., Eloff, M.M., Smith, E.: The management of security in cloud computing. In:

2010 Information Security for South Africa, pp. 1–7 (2010)
15. Brender, N., Markov, I.: Risk perception and risk management in cloud computing: results

from a case study of Swiss companies. Int. J. Inf. Manag. 33(5), 726–733 (2013)
16. Onwubiko, C.: Security issues to cloud computing. In: Antonopoulos, N., Gillam, L. (eds.)

Cloud Computing, pp. 271–288. Springer, London (2010)
17. Tatwani, L.N., Tyagi, R.K.: Security and privacy issues in cloud computing. Int. Res.

J. Comput. Electron. Eng. (IRJCEE) (2015)

Cloud Computing: Overview and Risk Identification Based on Classification by Type 33



18. Heiser, J., Nicolett, M.: Assessing the security risks of cloud computing. Gartner Report,
pp. 2–6 (2008)

19. Swaroop, A.: Galgotias University, and Institute of Electrical and Electronics Engineers. In:
2015 International Conference on Computing, Communication & Automation (ICCCA
2015), Greater Noida, UP, India, 15–16 May 2015. IEEE, Piscataway (2015)

20. Gonzalez, N., et al.: A Quantitative Analysis of Current Security Concerns and Solutions for
Cloud Computing, pp. 231–238 (2011)

21. Latif, R., Abbas, H., Assar, S., Ali, Q.: Cloud computing risk assessment: a systematic
literature review. In: Park, J.J., Stojmenovic, I., Choi, M., Xhafa, F. (eds.) Future
Information Technology, vol. 276, pp. 285–295. Springer, Heidelberg (2014)

22. Goettelmann, E.: Modeling Risk-Sensitive Business Processes and Trusted Deployment in
the Cloud (2015). (in French)

23. Dahbur, K., Mohammad, B., Tarakji, A.B.: A survey of risks, threats and vulnerabilities in
cloud computing. In: Proceedings of the 2011 International Conference on Intelligent
Semantic Web-Services and Applications, p. 12 (2011)

24. Tanimoto, S., Hiramoto, M., Iwashita, M., Sato, H., Kanai, A.: Risk management on the
security problem in cloud computing, pp. 147–152 (2011)

25. Svantesson, D., Clarke, R.: Privacy and consumer risks in cloud computing. Comput. Law
Secur. Rev. 26(4), 391–397 (2010)

26. Lounis, A.: Security in Cloud Computing (2014)
27. Takabi, H., Joshi, J.B.D., Ahn, G.-J.: Security and privacy challenges in cloud computing

environments. IEEE Secur. Priv. Mag. 8(6), 24–31 (2010)
28. Bouayad, A., Blilat, A., Mejhed, N.E.H., El Ghazi, M.: Cloud computing: security

challenges. In: 2012 Colloquium in Information Science and Technology, pp. 26–31 (2012)
29. Schmitz, P., Kazlauskaite, G., Hoffmann, M., Franck, P.: Cloud Computing An opportunity

for the economy in Belgium (2013). (in French)
30. Khan, N., Al-Yasiri, A.: Identifying cloud security threats to strengthen cloud computing

adoption framework. Procedia Comput. Sci. 94, 485–490 (2016)
31. Singh, S., Jeong, Y.S., Park, J.H.: A survey on cloud computing security: Issues, threats, and

solutions. J. Netw. Comput. Appl. 75, 200–222 (2016)
32. Cayirci, E., Garaga, A., De Oliveira, A.S., Roudier, Y.: A risk assessment model for

selecting cloud service providers. J. Cloud Comput. 5(1), 14 (2016)

34 C. Belbergui et al.



Authentication Model for Mobile Cloud
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Abstract. Mobile cloud computing (MCC) is a technique or model, in which
mobile applications are built, powered and hosted using cloud computing
technology. It refers to the availability of Cloud Computing services in a mobile
environment and it is the combination of the heterogeneous fields like mobile
phone device, cloud computing and wireless networks. Of all that has been
written about cloud computing, precious little attention has been paid to
authentication in the cloud. In this paper we have designed a new effective
security model for mobile cloud Database as a Service (DBaaS). A user can
change his/her password, whenever demanded. Furthermore, security analysis
realizes the feasibility of the proposed model for DBaaS and achieves efficiency.
We also proposed an efficient authentication scheme to solve the authentication
problem in MCC. The proposed solution which we have provided is based
mainly on improved Needham-Schroeder’s protocol to prove the users’ identity
to determine if this user is authorized or not. The results showed that this scheme
is very strong and difficult to break it.

Keywords: Mobile cloud computing � MCC � NoSQL � Database security
DBaaS � Authentication protocol � MCC databases

1 Introduction

A mobile cloud approach enables developers to build applications designed specifically
for mobile users without being bound by the mobile operating system and the com-
puting or memory capacity of the mobile device. Mobile cloud computing services are
generally accessed via a mobile browser from a remote webserver, typically without the
need for installing a client application on the recipient device.

The recent advances in mobile network technologies provide an efficient mobile
network infrastructure supporting mobile users to access large volumes of mobile data.
Now, many mobile applications are developed based on mobile databases on devices
and conventional databases.

Mobile devices can expose valuable data to unauthorized people if the proper
precautions are not taken to ensure that the devices, and the data they can access, are
kept safe. Using mobile databases on mobile devices encounters certain security issues
in mobile data accesses. Database authentication is the process or act of confirming that
a user who is attempting to log in to a database is authorized to do so, and is only
accorded the rights to perform activities that he or she has been authorized to do.
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Database as a Service or simply DBaaS provides professional databases that can get
running and ready in a matter of minutes without a lot of training or personnel effort.
A service provider chooses most of the options, offering the “best” configuration for
most needs. While individual systems can become unique “snowflake” servers, DBaaS
tends to avoid that by simplifying and normalizing the customization, management,
and upkeep for administrators. Overall, the service makes it easier to solve problems,
correct mistakes, and transfer data from one system to the next. They can scale as large
as necessary, fit the needs of the customers, and offer better availability and security
than most in-house operations.

DBaaS is also accessible to a larger audience because, like other “as a service”
cloud innovations, it is largely defined, configured, and driven by code—not com-
mands typed into a terminal. So, instead of requiring database specialists, developers
themselves can easily create and manage database-backed apps on cloud-based
development platforms. DBaaS is already responsible for much of the growth in some
key technologies, particularly open-source databases like MySQL. In other words,
traditional database deployment is somewhat stagnant, and most new deployments are
DBaaS. The demand is so high that some tech giants started offering a managed “as a
service” version of their own (Schwartz 2015).

DBaaS provides automated services where consumers can request database-
oriented functionalities from a dedicated service hosted on Cloud. The model is end
user driven and provides self-service provisioning. It is based on architectural and
operational approach (Oracle 2011), which provides new and distinctive ways of using
and managing database services. There are many other database services which are
available today but DBaaS differs from those traditional databases because its archi-
tecture has two major attributes (Oracle 2011): (1) Service-orientated as database
facilities are available in the form of service and (2) Customer self-service interaction
model as organizations are allowed to use, configure and deploy the Cloud database
services themselves without any IT support and without purchasing any hardware for
specified purpose. These are the three main phases in the overall DBaaS architecture as
depicted in Fig. 1 below.

• Consumers request the database deployment via Cloud.
• Consumers adjust the capacity as demand changes.
• Consumers can retire from the app when not needed.

Fig. 1. Cloud DBaaS (Krishna and Roger 2012)
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2 Literature Review

Many Cryptographic techniques, key distribution techniques for authorization and
authentication techniques were proposed as a solution for cloud security. In this section
we will discuss all existing techniques and their related issues.

Threats and vulnerabilities are a foremost challenge in the field of cloud computing.
To address these challenges and to provide security and privacy (Asija and Nallusamy
2016). Present a Software-as-a-Service (SaaS) application with a data model with
built-in security and privacy. This data model enhances security and privacy of the data
by attaching security levels in the data itself expressed in the form of XML instead of
relying entirely on application level access controls. Similarly, a survey of different
vulnerability attacks on cloud virtualization was performed in (Titin and Ugrasen
2016), they also presents a concept for the removal of Cross Site Scripting
(XSS) vulnerabilities to secure the cloud environment.

A Secure Data Transmission Mechanism (SDTM) was proposed in (Alhaj et al.
2013). The authors developed SDTM enhanced with Malicious Packets Detection
System (MPDS) which is a set of technologies and solutions. It enforces security policy
and bandwidth compliance on all devices seeking to access Cloud network computing
resources, in order to limit damage from emerging security threats and to allow network
access only to compliant and trusted endpoint devices.

Ferretti et al. (2012), advised against using any intermediary component for
accessing the database on behalf of the clients, since it becomes a single point of
failure. Security and availability of DBaaS services are bounded by this trusted
intermediary proxy server.

Cong et al. (2013) proposed a similar approach which puts forth an idea of using
third party auditors. This approach is suitable for preserving data integrity when data is
outsourced to the DBaaS providers and users get access on-demand high quality ser-
vices without facing maintenance burden of local data storage.

Jia et al. (2011) presents framework for secure data service with proxy
re-encryption (PRE) scheme and identity based encryption (IDE) scheme. In this
scheme, privacy of user is secured as the cryptography of data is done by user but it
increases the energy and processing requirement of mobile device.

Huang et al. (2011) proposed framework for authentication on MobiCloud, to
achieve secure data processing. Similarly, Hsueh et al. (2011) proposed authentication
mechanism in which mobile device encrypts the credential information file and stores it
on cloud but infected cloud server can steal the user credential information by
decrypting user’s files. Recently, a comprehensive study of authentication methods in
Mobile Cloud Computing (MCC) was presented in (Alizadeh et al. 2016). The aim was
to describe MCC authentication and compare it with that of cloud computing. The
taxonomy of the state-of-the-art authentication methods is devised and the most
credible efforts are critically reviewed. Moreover, the authors present a comparison of
the state-of-the-art MCC authentication methods considering five evaluation metrics.
The results suggest the need for futuristic authentication methods that are designed
based on capabilities and limitations of MCC environment. Finally, the design factors
deemed could lead to effective authentication mechanisms are presented, and open
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challenges are highlighted based on the weaknesses and strengths of existing authen-
tication methods.

Additionally, (Nithiavathy 2013) proposed integrity auditing mechanism that uti-
lizes distributed erasure-coded data for employing redundancy and homomorphic
token. This technique allows third party auditors and users to audit their logs and
events at Cloud storage using light weight communication protocol at less computation
cost.

Ferretti et al. (2012) advised against using any intermediary component for
accessing the database on behalf of the clients, since it becomes a single point of
failure. Security and availability of DBaaS services are bounded by this trusted
intermediary proxy server.

Similarly, (Qingji et al. (2012) investigated the issues of query integrity and a
solution was proposed. The solution allows users to verify executed queries in Cloud
database server along with the additional support of flexible join and aggregate queries.
And, the solution proposed by (Maciej et al. 2013) covers data key management, data
encryption and data integrity which ensure high data security and access efficiency.

Risk issues and challenges were presented in (Jouini and Rabai 2012). The authors
show how to solve these problems using a quantitative security risk assessment model
named Multi-dimensional Mean Failure Cost (M2FC). Their scheme takes advantages
of both Secret Sharing and Tornado code which can achieve the computational security
and maintain low communication overhead in terms of shortened data dispersing size.
The authors’ model gives probabilistic proofs of Integrity of data by challenging
random blocks from the server to reduce the computation and communication over-
head, and also supports dynamic data operations to data shares in cloud using index
table. Similar study was conducted in (Al-Rousan 2015), the authors highlight the
different types of risks issues involved and how their existence can affect Global
Software Development or simply GSD. They propose a new risk management process
model. The risk model employs new processes for risk analysis and assessment. Its aim
is to analyze cloud risks quantitatively and, consequently, prioritize them according to
their impact on GSD objectives.

General discussion of issues related to the data security management are explained
in (AlZain et al. 2015). The authors present a proposed multi-cloud data management
model called Byzantine Fault Tolerance Multi-Clouds Database (BFT-MCDB). The
proposed BFT-MCDB model incorporates the Quantum Byzantine Agreement protocol
and Shamir’s Secret Sharing approach to secure business data storage in a multicloud
environment.

Chen and Zhao (2012) presented different security concerns in cloud. Then they
proposed various scheme and policies which prevent privacy leakage without autho-
rization in Map-Reduce computing process. The weakness is that it just a theory which
depends on other scheme and policies for its implementation.

Kumar et al. (2011) presented comparison of various password authentication are
as follows (Table 1):
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In this scheme, a new password authentication protocol by using Needham-
Schroeder protocol is proposed. It compared with Needham’s scheme, this scheme is
claiming to withstand to the several attacks, including replay, and impersonation attack,
and also this scheme is efficient in terms of communication and computation cost.

3 Database-as-a-Service (DBaaS) in Mobile Cloud
Computing

Database-as-a-Service (DBaaS) is a service that is managed by a cloud operator (public
or private) that supports applications, without the application team assuming respon-
sibility for traditional database administration functions. With a DBaaS, the application
developers do not need to be database experts, nor do they have to hire a database
administrator (DBA) to maintain the database Qingji et al. (2012). True DBaaS will be
achieved when application developers can simply call a database service and it works
without even having to consider the database. This would mean that the database would
seamlessly scale and it would be maintained, upgraded, backed-up and handle server
failure, all without impacting the developer. DBaaS is a prime example of a service
that’s both exciting and at the same time full of difficult security issues.

Cloud providers want to offer the DBaaS service described above. In order to
provide a complete DBaaS solution across large numbers of customers, the cloud
providers need a high-degree of automation. Function’s that have a regular time-based
interval, like backups, can be scheduled and batched. Many other functions, such as
elastic scale-out can be automated based on certain business rules. For example, pro-
viding a certain quality of service (QoS) according to the service level agreement
(SLA) might require limiting databases to a certain number of connections or a peak
level of CPU utilization, or some other criteria. When this criterion is exceeded, the
DBaaS might automatically add a new database instance to share the load. The cloud
provider also needs the ability to automate the creation and configuration of database
instances Maciej et al. (2013). Much of the database administration process can be
automated in this fashion, but in order to achieve this level of automation, the database
management system underlying the DBaaS must expose these functions via an
application programming interface.

Cloud operators are required to work on hundreds, thousands or even tens of
thousands of databases at the same time. This requires automation. In order to automate
these functions in a flexible manner, the DBaaS solution must provide an API to the

Table 1. Comparison of various password authentication

Needham Lamport OSPA Secure OSPA

Guessing attack Difficult Difficult No No
Replay attack Yes No No No
Impersonation attack Yes Yes Yes No
Stolen verifier attack Yes Yes Yes No
Denial of service attack Yes Yes Yes No
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cloud operator Hacigumus et al. (2012) The ultimate goal of a DBaaS is that the
customer doesn’t have to think about the database. Today, cloud users don’t have to
think about server instances, storage and networking, they just work. Virtualization
enables clouds to provide these services to customers while automating much of the
traditional pain of buying, installing, configuring and managing these capabilities. Now
database virtualization is doing the same thing for the cloud database and it is being
provided as Database as a Service (DBaaS). The DBaaS can substantially reduce
operational costs and perform well. It is important to realise that the goal of DBaaS is to
make things easier. Cloud Control Database as a Service (DBaaS) provides:

• A shared, consolidated platform on which to provision database services
• A self-service model for provisioning those resources
• Elasticity to scale out and scale back database resources
• Chargeback based on database usage.

The aggressive consolidation of information technology (IT) infrastructure and
deployment of Database as a Service (DBaaS) on public or private clouds is a strategy
that many enterprises are pursuing to accomplish these objectives. Both initiatives have
substantial implications when designing and implementing architectures for high
availability and data protection. Database consolidation and DBaaS also drive stan-
dardization of I.T. infrastructure and processes. Standardization is essential for
reducing cost and operational complexity. Databases deployed in the Bronze tier
include development and test databases and databases supporting smaller work group
and departmental applications that are often the first candidates for database consoli-
dation and for deployment as Database as a Service (DBaaS).

Bronze is based upon single instance Oracle Database with Oracle Restart for
auto-restart following recoverable outages. When a machine becomes unusable or the
database unrecoverable, the recovery time objective (RTO) is a function of how
quickly a replacement system can be provisioned or a backup restored. In a worst case
scenario of a complete site outage there will be additional time required to perform
these tasks at a secondary location (Oracle 2016).

4 Security Challenges to Database-as-a-Service (DBaaS)

There has been a growing concern that DBMSs and RDBMSs are not cloud-friendly.
This is because, unlike other technology components for cloud service such as the
webservers and application servers, which can easily scale from a few machines to
hundreds or even thousands of machines, DBMSs cannot be scaled very easily. There
are three challenges that drive the design of Relational Cloud: (1) efficient
multi-tenancy to minimize the hardware footprint required for a given (or predicted)
workload, (2) Elastic scale-out to handle growing workloads, and (3) Database privacy.
In fact, past DBMS technologies failed to provide adequate tools and guidance if an
existing database deployment needs to scale-out from a few machines to a large number
of machines (ALzain and Pardede 2011).
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Cloud computing and the notion of large-scale data-centers will become a pervasive
technology in the coming years. There are some technology hurdles that we confront in
deploying applications on cloud computing infrastructures: DBMS scalability and
DBMS security. In this paper, we will focus on the problem of making DBMS tech-
nology cloud friendly. In fact, we will argue that the success of cloud computing is
critically contingent on making DBMSs scalable, elastic, available, secure and auto-
nomic, which is in addition to the other well-known properties of database management
technologies like high-level functionality, consistency, performance, and reliability. In
Table 2 security challenges of DBaaS infrastructure along with their consequences and
causes has been highlighted (Munir 2015).

Table 2. Cloud DBaaS security challenges (Munir 2015)

No. Security challenge Description

1 Availability • Temporary and permanent unavailability cause service
breakdown

• DOS Attacks, natural disasters, equipment failure
2 Access control issues • Physical, personnel and logical control missing on

organization’s internal and DBaaS Provider’s
employees

• Increase development and analysis cost is incurred
when user management and granular access control is
implemented

3 Integrity check • Need to avoid modification of configuration, access
and data files

• Require accuracy and integrity of data
4 Auditing and monitoring • Configuration requirements change continuously

• Important for avoiding failures, backup maintenance,
configuration of auto fail-over mechanisms

• Require stark network and physical device, expertise
and relevant resources

5 Data sanitization • Recovery of data by malicious sources if not properly
discarded

6 Data confidentiality • Unencrypted data in memory, disk or in network may
cause data breaches

• Co-located application data is vulnerable to software
bugs and errors in the Cloud

• External organizations might also generate attacks
7 Data replication and

consistency management
• Replications between multiple servers cause
management as well as consistency issues

8 Network security • Data flowing over the network (internet) is prone to
hazardous circumstances and network performance
issues.

• Possible network failure reasons are: misconfiguration,
lack of resource isolations, poor or untested business
continuity, disaster recovery plan, network traffic
modification

(continued)
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5 Proposed Security Model

DBaaS Security Placing a database in the cloud significantly changes its security threat
landscape. While many of the traditional on-premises risks remain-data leakage risk
from privileged users with access to the data, the presence of unidentified sensitive data
and SQL injection attacks are some examples - the cloud introduces its own additional
risks. On the other hand, there are ways to leverage the cloud by outsourcing some of
the risk mitigation to the cloud provider. For example, physical access security and OS
security is always the responsibility of the DBaaS provider.

To date, there is minimal work done in the field of security and privacy of DBaaS
as compared to traditional data storage. Different approaches for securing DBaaS are
discussed under this section with assorted categories of confidentiality, privacy,
integrity and availability.

State-of-the-art approaches mainly address generally adopted methods for their
proposed models. Those methods are: Encryption based data security, which means
hiding data content from service providers. Private information retrieval, which allows
user to retrieve an item from the data server without revealing the content of that item.
Information distribution, which is based on dispersing information instead of
encrypting the data.

The model shown in Fig. 2 used Four-layer system structure, in which each layer
performs its own duty to ensure the data security of cloud layers. The first layer (User
Interface Layer) is responsible for user authentication; it is one time password authen-
tication. User Interface Layer is used to access the service via internet. This allows users
to easily utilize scalable and elastic database services available on Cloud infrastructure.

Table 2. (continued)

No. Security challenge Description

9 Data locality • Compliance and data-security privacy laws prohibit
movement of sensitive data among countries

• Issues faced when no one takes responsibility of data in
location independent data storage

10 Data provenance • Complexity and time sensitiveness in provenance
metadata

• Intensive computations involved in getting required
history

• Fast algorithms, auto logs are needed
11 Insider threats • Employees can tap into sensitive and confidential data

• Strict supply chain management and assessment is
required

12 Outside malicious
attackers

• Malicious attacks by hackers
• Difficulty in synchronizing data between users and
reporting corruption

• Absence of authentication, authorization and
accounting controls

• Poor key management for encryption and decryption
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The second layer (Application Layer) is used to access software services and storage
space on the Cloud. As stated previously, consumers do not need to have hardware
resources to access these services. Third layer (Database Layer) provides efficient and
reliable service of managing database residing in the Cloud. It allows reuse of the query
statements residing in the storage, thus saving time for querying and loading data.
Fourth layer is data storage layer where Data is encrypted and decrypted at storage and
retrieval stages, respectively. Data integrity and data recovery is also provided at this
layer.

In the proposed model, a central console is responsible for the management of the
resources. Taking backups, archiving and recovering data are now more feasible and
less time-consuming because of these available features. Condition Monitoring Error
detects significant changes that cause errors in storing and managing data. Storage layer
also provides data management services, such as traffic analysis, compression, virtu-
alization, security, and replication etc., through the use of tools, policies and processes.
This layer also provides database upgrades when some major changes are made in the
database structure or between different releases. Our solution is based on improved
Needham-Schroeder Protocol as described below.

5.1 Improved Needham-Schroeder Protocol

Needham-Schroeder protocol is one of the most popular authentication protocols that
involve two participants. The protocol uses public-key to achieve authentication
between the two participants with the help of authentication center. It is regarded as the
seminal protocol for public-key authentication and has been used as the model for most
key encryption systems to date.

The proposed system is used to secure the link between the User (U), Sever (S), and
the certification authority (CA). The Certification Authority is assumed to be trusted by
all the parties involved in the communication. CA has pairs of public key and secret key
(PCA, SCA) and a session key shared with users (U) and the server (S) KU and KS

User Interface 
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tion

Application 
Layer

Data
Upload

Data

Web 
Server

Access 
Control

Database 
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Cloud Data 
Storage 
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Data
Encryption 

Data
Integrity 

Data
Recovery 

Fig. 2. Secure model for cloud DBaaS (Munir 2015)
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respectively. A certificate and a session key are issued to every user at the time of
subscription; the certificate contains ID and some credentials about the server signed by
CA while the session keys must be changed from time to time. Furthermore, since the
S is partially trusted by the CA, it is good enough if S can act as a mediator between
U and CA while CA acts as an authenticator.

When describing the protocols, we use the following abstract notation:

U: User
S: Server
CA: Certification Authority
PCA: CA’s Public Key
SCA: CAs Secret Key
KU: Session Key (shared session key between U and CA)
KS: Session Key (shared session key between S and CA)
PS: S’s Public Key
PU: U’s Public Key
Un: Nonce generated by U
Sn: Nonce generated by S

The process of authentication in the protocol is as follows:

1. U ) CA: PS (U request S’s public-key from CA)
2. CA ) U: {KS, PS} SCA (CA sends S’s public-key and ID to U, singed it with its

digital signature)
3. U ) S: {Un, PU} KS (U sends a nonce and its ID to S)
4. S ) CA: PU (S request U’s public-key from CA)
5. CA ) S: {KU, PU} PCA (CA sends U’s public-key and ID to S)
6. S ) U: {Un, Sn} KU (S generates a nonce and forward it together with U’s nonce

encrypting the message with U’s public-key)
7. U ) S: {Sn} KS (U sends back S’s nonce to S encrypted under S’s public-key)

According to (Burrows 1990), Un, and Sn serve not only as nonces, but also as
authentication. It was discovered by Lowe (1995) that the protocol is vulnerable to
attack. Assuming an intruder T is masquerading, a simple example is given below.

The following additional notations will be used:
T Intruder (pretending to be S)
KT Session Key (shared session key between T and CA)
PT T’s Public Key
KUC Shared Session Key (between U and CA encrypted with CA private key)
Un1 First Nonce generated by U
Un2 Second Nonce generated by U
Sn1 First Nonce generated by S
Sn2 Second Nonce generated by S

3(a) U ) T: {Un, PT} KT (U initiate communication with T)
3(b) T ) S: {Un, PT} KS (T initiate communication with S using Un)
6(a) S ) U: {Un, Sn} KU (S responds to U)
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7(a) U ) T: {Sn} KT (U thinking that the previous message is a response from T,
T now can get Sn to impersonate S)
7(b) T ) S: {Sn} KS (T complete the protocol with S)

If Un and Sn are used as authentication, T now has the ability to impersonate U to
S for the rest of the session, although T cannot read messages encrypted under S’s key.
Even if digital signature are used for authentication, and T cannot impersonate U, T has
still manage to get U and S in an inconsistent state in which S thinks that U has initiate
communication with it when in fact it has not. The attack on Needham-Schroeder’s
protocol is depicted in Fig. 3 below.

We have shown that Needham-Schroeder’s protocol is vulnerable to impersonation
by intruder T. We will now solve the problem and show how it can be implemented in
our scheme. The improved protocol can be summarized in the following 7 steps and
Fig. 4 below:

1. U ) CA: {TB, PT, Un1} PCA

2. CA ) U: {(Un1, KS, TS) SCA} KUC

3. U ) S: {Un2, PT} KS

4. S ) CA: {TS, Sn1, PT} PCA

5. CA ) S: {(Sn1, KU, PT) SCA} KS

6. S ) U: {TS, Un2, Sn2} KU

7. U ) S: {Sn2} KS

Fig. 3. Attack on Needham-Schroeder’s protocol

Fig. 4. Improved Needham-Schroeder’s protocol
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6 Explanation

Note that step 1 and 2 will prevent T from misleading U since they are encrypted with
CA private key and a shared key between U and CA (KUC) hence, T cannot see the ID
of S and hence cannot forward message 3(b) to S. In fact, even if message T was
encrypted with T’s public key instead of PCA, T will not be able to generate KUC
since the key is only shared between U and CA. Sending messages 3(a) and 3(b) will
not do any harm to the protocol unless T can send a nonce equivalent to Sn1 in step 4,
and this is impossible due to the random property of nonces even if T manage to get an
old nonce sent by S. The use of nonces Un1, Un2, Sn1, Sn2 will ensure privacy and
protect both S and U from reply attack by T. Messages in steps 5, 6, and 7 can only be
decrypted by S and U accordingly, therefore even if T can get the messages he/she
cannot decrypt the content. The overall protocol is given in the Fig. 4 above.

7 Conclusion

We have described the design of, a software security model for Mobile Cloud DBaaS
environment. Data is possibly the most important asset a business has. Businesses
today are trying hard to deal with the explosion of data and leverage it to their
advantage. Database as a Service (DBaaS) is an increasingly popular Cloud service
model, with attractive features like scalability, pay-as-you-go model and cost reduction
that make it a perfect fit for most organizations. Proposed work not only helps reduce
the processing power at client as well as from the cloud side which also indirectly
reduces cost needed for processing. Also with the use of request identifier in each
request we are safe with replay attack.

However, no extensive research work has been done which meticulously covers
each and every aspect of DBaaS. Data storage security in Cloud is a domain which is
full of challenges and is of paramount importance as customers do not want to lose
their data at any cost. It is also a major hurdle in the way of adopting Cloud platform
for storage services. Unfortunately, this area is still in its infancy and many research
problems are yet to be identified.

There is a need for effective strategies, proper measurements and methodologies to
control this problem by having mature practices in the form of secure architectures to
make DBaaS platform more secure, and ultimately, widely-adopted. In this chapter, we
have presented a security model for cloud DBaaS environments. We have described its
components, discussed existing solutions and identified possible approaches to deal
with different security issues related to the DBaaS. Although many challenges remain
in moving this idea from vision to implementation, the benefits of such an environment
should serve to motivate the Mobile Cloud Computing research that can meet those
challenges. These challenges are in addition to making the systems fault-tolerant and
highly available.
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8 Discussion and Future Research

In our scheme, a new authentication protocol by using Needham-Schroeder protocol is
proposed. In comparison with Needham-Schroeder’s scheme, this scheme withstands
some of the limitations associated with the Needham’s scheme to avoid popular attacks
including replay attack, and impersonation attack, and also this scheme is efficient in
terms of communication and computation cost.

The desired work to be done in future is an attempt to remove other two
well-known possible attacks on Needham-Schroeder protocol; these attacks are, server
spoofing attack and stolen-verifier attack on the protocol. The spoofing attack is when
an intruder impersonates another device, server or user on a network in order to
launch attacks against network hosts, steal data, spread malware or bypass access
controls. There are several different types of spoofing attacks that malicious parties can
use to accomplish this. While stolen-verifier attack (SV attack) is when an adversary
steals verification data from the server in the current or past authentication sessions.
Here, the verification data does not include secret keys used with XOR operation or an
encryption function. She/he generates communication data using the stolen data and
sends them to the server. If it succeeds, she/he impersonates a legal user from the next
authentication session.
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Abstract. Cloud Computing is emerging as a dominant approach for delivering
services that encompasses a range of business and technical opportunities.
However, users concerns are beginning to grow about the security and the
privacy of their data. Assured deletion of data hosted in cloud providers plat-
forms is on top of these concerns since all implemented solutions are proposed
and totally controlled by the cloud services providers companies.
Cryptographic based techniques, foremost among them File Assured Deletion

(FADE), are a promising solution for addressing this issue. FADE achieves
assured deletion of files by making them unrecoverable to anybody, including
those who manage the cloud storage, upon revocations of file access policies, by
encrypting all data files before outsourcing, and then using a trusted third party
to outsource the cryptographic keys. Unfortunately, this system remains weak
since its security relies entirely on the security of the key manager.
In this chapter, we propose a new scheme that aims to improve the security of

FADE by using the TPM (Trusted Platform Module). Implemented carefully in
the hardware, the TPM is resistant to software attacks and hence it can allow our
scheme to store safely keys, passwords and digital certificates on behalf of the
cloud user. A prototype implementation of the proposed scheme shows that it
provides a value-added security layer compared to FADE with a less overhead
computational time.

Keywords: Cloud computing � SSP � TPM � FADE � VANISH
Ephemerizer

1 Introduction

Cloud is a terrifying beast. It is flexible and efficient. It facilitates communication and
collaboration. But at the same time, the security concern make the cloud conundrum. In
general, the public perception is that, when something is deleted, it no longer exists.
Careful users take great care in protecting their data, by using strong passwords,
implementing two-factor authentication, encrypting their files, and taking other pre-
cautions. Unfortunately, they cannot control what service providers do with their data.
Typically, users don’t have any guaranty that there no others copies of their deleted
data.

To render its data inaccessible on a cloud storage server, the practical approach is to
encrypt all the data before uploading them to the cloud providers platforms.
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The FADE [1] system introduces a trusted third party to help managing the keys.
The approach is based on encrypting each message with a data key. This data key will
be encrypted by an ephemeral public key witch is key managed by one or more trusted
third parties, named the ephemerizers [2]. As the ephemeral private key is only known
to the ephemerizer, deleting one ephemeral private key will make the data key
encrypted by the corresponding public key, unrecoverable. A cryptographic [3–7] key
is called ephemeral if it is generated for each execution of a key establishment
processes.

It is wise to mention that risks arise when the third parties are compromised. For
this purpose, all Ephemerizer solutions require the trusted third parties to perform the
deletion operations; that is if the third parties are down, certain operations will become
not available.

In this chapter, we present FADE-TPM. Instead of relying on centralized third
parties to manage the keys, FADE-TPM design a decentralized approach, by using
FADE system in conjunction with TPM to protect data privacy.

The remainder of this chapter is organized as follows: Sect. 2 presents how FADE
system provides policy-based file assured deletion. In Sect. 3, we discuss the limita-
tions of FADE. In Sect. 4, we review some related works on protecting outsourced data
storage. Section 5, provides a brief description of our novel approach to ensure privacy
of deleted data. We then conclude in Sect. 6 and give e brief outlook of the future
work.

2 File Assured Deletion (FADE)

File Assured Deletion was discussed in many research articles [1, 6, 8, 9]. It consists of
encrypting the file with a Data Key which in its turn encrypted by a Control key that is
maintained by a separate third party (Key Manager) and when the predefined period
expire the Key Manager remove the Control Key. This design was later prototyped in
Vanish.

File Assured Deletion system, combines several atomic boolean combination in
order to make the deletion operation more flexible. The data owner will get the
decryption key, if and only if his attributes satisfy the policy of the respective file. We
can define policies over attributes using disjunctions, conjunctions and (k, n) threshold
gates. As an example, in Fig. 1, the file will no longer exist if the date is the beginning
of the year 2019 and when the applicant is a trainee in the Finance Department or in the
Investment Department. The policy based deletion follows the same logic of Attribute
Based Encryption (ABE) [10] where owner can get data only if several attributes are
satisfied.

50 Z. Igarramen and M. Hedabou



2.1 FADEs Upload Scenario

• For each policy, Pi the Key Manager generates large RSA prime number pi and qi.
• Calculate

pi� qi ¼ ni; ð1Þ

• Then the Key Manager choose RSA Private/Public pair control key ei; dið Þ= ni; eið Þ
• Key Manager sends its public key (ni, ei) to client
• Data owner generates a data key K and Si (Secret Key) of the policy
• Client sends to cloud Enc{K}Si - Siei Enc{F}k and drop K and Si (Fig. 2).

Fig. 1. Example of policy based deletion scenario

Fig. 2. File upload architecture
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2.2 FADEs Download Scenario

The data owner fetches Enc{K}Si, Siei and Enc{F}k from the storage cloud.
Then the data owner generates a secret random number R, computes Rei, and sends
Siei.Rei = (SiR)ei to the key manager to request for decryption. The key
manager then computes and returns ((SiR)ei)di = SiR to the data owner. The
data owner can now remove and obtain Si, and decrypt Enc{K}Si and hence
recovers Enc{F}k (Fig. 3).

3 FADEs Limitations

In the design of FADE, the encrypted files remain on the untrusted cloud storage and
encryption keys are maintained by, a trusted key manager, which may be the subject of
some side channel leakage [11]. Ranjan and Kumar [12] have shown, in their network
security study of FADE, that some sensitive informations (policy, public and private
key) can be leaked by sniffing the network flow between file owner and KM. Habib,
Khanam and Palit [13] stated that FADEs design has a complex system architecture for
storing keys at the KM, and this can lead to a leak of cryptographic key due to
authentication mechanism and a heavy key infrastructure.

Also, if the key manager colludes with cloud storage, then cloud storage can
decrypt the files of the data owner.

To avoid these limitations, we propose to add an additional layer of encryption to
the data owner. The idea is that the data owner first encrypts a file with a long-term
secret key, then encrypts this key with another secret key generated by the TPM
(example AES key [14]). The entire process is conducted without involving any key
manager. The overhead cost of time for the proposed scheme time for upload and
download is reduced.

Fig. 3. File download architecture
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4 Related Works

The most relevant example of time-based scheme is the Firefox plugin for Gmail,
which is an application prototyped on Vanish [15] system. It ensures that all copies of
specific data become unreachable after a particular time without any action on the part
of a user. This challenge is meets through a novel integration of cryptographic tech-
niques with global-scale, P2P [16], DHTs [17]. This experience also reveals some
limitations of existing DHTs, and the authors aimed to release the current Vanish
system to provide further valuable experience to inform future DHT designs for privacy
applications.

On the other side, there is also FADE System, as cited above in detail. That briefly,
encrypts the data before storing in the cloud storage, using a third party key manager to
store the keys which involves a relatively complex and unsafe system architecture.

5 Our Contribution FADE-TPM System

The need to maintain confidentiality and integrity of sensitive information is very
common in history. Caeser proposed an algorithm to encrypt messages
ðEn xð Þ ¼ ðxþ nÞmod 26Þ. In 1976 Diffie and Hellman proposed their solution to
communicate on secure channel without the need of exchanging a common secret key.
In 1984 Shamir [18] proposed the idea of identity-based cryptosystems. Also TPM was
conceived to secure hardware through integrated cryptographic keys.

5.1 TPM

A TPM [19] is a microchip designed to provide basic security-related functions, pri-
marily involving encryption keys. The TPM is usually installed on the mother-board of
a computer or laptop, and communicates with the rest of the system using a hardware
bus.

Computers that incorporate a TPM have the ability to create cryptographic keys and
encrypt them so that they can be decrypted only by the TPM. This process, often called
“wrapping” or “binding” a key, can help protect the key from disclosure. Each TPM
has a root “wrapping” key, called the Storage Root Key (SRK) [20], which is stored
within the TPM itself. The private portion of a key created in a TPM is never exposed
to any other component, software, process, or person.

TPMs should support preventing attackers from being able to find information on a
compromised client that can be used to compromise another system for which the client
or its user has access. The information on clients could include encryption or signing
keys, password, and personal or proprietary information. The TPM is designed to
protect sensitive information on PC clients as well as the servers and networks they
may connect to, in addition, some private RSA [21] keys never leave the TPM, so it is
impossible to obtain them directly by software means.

Keys and other sensitive information may be stored outside the TPM. For data
stored outside the TPM, the protection of the sensitive information is only as strong as
the encryption algorithm by which it is protected. The TPM cannot increase the
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strength of an algorithm with respect to algorithmic attacks. For example, if a large file
is encrypted with DES and the DES Key is encrypted with a 2048-bit RSA Key and
stored in the TPM, the encrypted file is still subject to attacks on the DES encryption
[22], which should be much easier than attacking the 2048-bit RSA Key. Here under
the main cryptographic features that must be implemented in all TPMs:

• Random number generation (RNG)
• Asymmetric Key (RSA) and nonce generation
• Asymmetric encryption/decryption (RSA)
• Signing (RSA)
• Hashing (SHA-1)
• Keyed-Hash Message Authentication Code (HMAC).

There are two versions of trusted platform module:

• TPM 1.2
• TPM

Both TPM1.2 and TPM 2 offers same uses and functionality but only the com-
ponents are different. TPM1.2 uses cryptographic algorithms like RSA, SHA1, and
HMAC.

A TPM can take one of the following states:

• Without owner and disabled
• Without owner and activated
• Owner but disabled
• Owner and activated

The TPM must be enabled and have an owner to be used for securing your com-
puter. To do this, the TPM must be initialized. During initialization, the TPM creates
new root keys used by the TPM.

Computers manufactured to meet the requirements of this version of Windows
include pre-boot BIOS functionality that makes it easy TPM computer to boot via the
TPM initialization wizard. Normally, initialization of the TPM requires physical access
to the computer to enable the module. This requirement helps protect the computer
against malware threats able to initialize a TPM.

5.2 Proposed Design

In our prototype, we based our work on the java development language. As for the
physical environment, it was a computer with i5-2500 CPU, 3,30 GHz (4 CPUs) and
16 Go of RAM. And the version of the TPM used on that computer is 1.2, with the IFX
manufacturer.

Our application test was developed on java. So, we used JSR 321 [23] as a trusted
computing API for java. It makes us able to develop a trusted computing API for java
providing comparable functionality the TSS offers to the C world. We have installed
the jTSS Core Services as a system service to enable our java applications to access the
TPM.
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About the storage cloud, we used Amazone S3 [24], and the AWS SDK [25] for
Java for all the upload/download operations.

In the experiments, we evaluate the system with an individual file of different sizes:
1 KB, 10 KB, 100 KB, 1 MB and 10 MB.

5.2.1 FADE-TPMs Upload Scenario
Here we diagram the scenario of the file upload architecture.

5.2.2 FADE-TPMs Download Scenario
Here we diagram the scenario of the file download architecture (Figs. 4 and 5).

Fig. 4. File upload architecture

Fig. 5. File download scenario
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5.2.3 Results of Time Performance of FADE-TPM
Here we schematize and give figures in relation to the performance of upload and
download operations (Table 1 and Fig. 6).

We should notice that the data transmission is divided into two components: the file
component, which measures the transmission time for the file body and the file
metadata, and the policy component, which measures the transmission time for the
policy metadata (Table 2 and Fig. 7).

Table 1. Performance of upload operations

File
size

Total running
time (s)

Data
transmission (s)

AES
+HMAC (s)

Key management
(TPM) (s)

1 KB 1.261 1.261 0.000 0.000
10 KB 1.553 1.552 0.001 0.000
100 KB 2.452 2.449 0.002 0.001
1 MB 4.195 4.173 0.022 0.000
10 MB 16.275 16.058 0.218 0.000

Fig. 6. Proposed design upload scenario

Table 2. Performance of download operations

File
size

Total running
time (s)

Data
transmission (s)

AES + HMAC
(s)

Key management
(TPM) (s)

1 KB 0.840 0.840 0.000 0.000
10 KB 0.909 0.909 0.000 0.000
100 KB 1.967 1.964 0.002 0.001
1 MB 4.695 4.677 0.017 0.001
10 MB 33.744 33.577 0.166 0.001
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Based on these results and in accordance with those calculated in the FADE [1];
We note that the time of key management is almost the same with FADE in upload
operation, but largely low in download. But basically, the time is negligible of both
operations for our design, regardless of file size. This is almost logical, since our system
is based on a client-side local TPM, without any interaction with an external key
generator.

6 Conclusion and Future Work

Cloud computing has become very promising paradigm. But at the same time several
security problems can arise and await for means of neutralizing them. In this chapter,
we proposed our novel approach called FADE-TPM. It is a new design model for
FADE. It consists of using the client-side TPM for encryption operations, instead of
using a key manager that may not be fully trusted. This system has proven to be
efficient and secure whatever the operation is upload or download and whatever the size
of the file.

Our research can be extended in several directions. First, we are going to evaluate
the performance of our design when multiple policies are associated with a file. Second,
further study should be conducted to propose security modules for the customer, since
in spite of that our system is performing, if a hacker spies the client or his identity was
usurped, it could be critical.

In addition, we manage to combine our approach with IBE scheme (Identity Based
Encryption) in order to simplify certificate management. This scheme is based on the
use of a pairing between elements of two cryptographic groups to a third group with a
mapping to construct or analyze cryptographic systems.

Fig. 7. Proposed design download scenario
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Abstract. Cloud Storage is a subset of Cloud Computing, a new technology
that knows a hasty progress in the IT world. Indeed, many providers offer, as a
service, plenty of Cloud Storage spaces, especially for mobile’s use. Due to the
massive use of this means of storage increase issues and threats. Thus, many
efforts are dedicated by scientific and researches all over the word to avoid these
risks and solve the various security problems that confront Cloud Storage. This
Chapter is a modest contribution to the ongoing efforts. It will be focused on the
Cloud Storage security. At first, we will try to describe the data life cycle and to
giving meanwhile the security measures and methods for each cycle. Then, we
will present some new approaches that protect data in Cloud. Finally, we will
propose and discuss a new secure architecture based on three layers.

Keywords: Cloud storage � Security � Data cycle life � Data security threats

1 Introduction

Cloud computing is a set of “remote processing” performed by a distant server,
available anytime and anywhere. It uses telecommunication’s network to reduce both
infrastructure and common calculations integrated on every computing device.

Cloud computing is made up of three categories: Software as a service (SaaS) that
provides applications and software on demand, platform as a service (PaaS), that offers
a platform for customers to develop, run, and manage applications without the com-
plexity of building and maintaining the infrastructure, and infrastructure as a service
(IaaS) which is specialized on providing high-level APIs used to dereference various
low-level details of underlying network infrastructure like physical computing
resources, location, data partitioning, scaling, security, backup.

Cloud storage architectures consist of a front end that exports an API to access the
storage. In traditional storage systems, this API is the SCSI protocol; but in the cloud,
these protocols are evolving. There, you can find Web service front ends, file-based
front ends, and even more traditional front ends (such as Internet SCSI, or iSCSI).
Cloud storage providers aren’t the same, some may focus primarily on cost, while
another focus on availability or performance, others on frequency of access, protection,
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and availability, but the majority of these platforms don’t use data encryption to protect
the data confidentiality.

The security of data stored in the cloud is the most important obstacle that prevents
companies and individual to migrate to the Cloud. In this chapter, we will expose how
the data is stored in Cloud, we will illustrate their lifecycle and how they are secured. In
the second part, we will discuss and analyse different new researches about the Cloud
storage security, we will also review the issue of security regarding Cloud storage
according to three level.

2 Data Storage Model

The storage model is about the way that data is stored in cloud. Cloud environment
provides many types of storage solution. Each solution has its own benefits and lim-
itations, based on requirement and available data. Data storage can be done under
various models, the most known are:

2.1 Shared File/Block Storage System

A file consists of number of data that are located in folders, which are shared among
multiple users/hosts using the Internet. Multiple users access the files through standard
protocols or capabilities. They can use any one of the protocols like Network File
System (NFS), Server Message Block (SMB), and Common Internet File System
(CIFS) for storage and access data.

2.2 Object Storage System

In the object storage system, data are stored and/or accessed in the form of objects.
A Global key, Hash, or Uniform Resource Locater (URL) using Representational State
Transfer (REST) accesses every object or web service based cloud services using
Hypertext Transfer Protocol (HTTP) as prime protocols. Cloud Data Management
Interface (CDMI) provides an object storage interface for accessing objects.

2.3 Database System

Many organizations stored their data in Relational Database or Relational Database
Management System (RDBMs). In the relational database, we maintain data integrity
and avoid data redundancy. Scaling and performance are major issues in the cloud
based relational database.

2.4 Cloud Storage Issue

Data storage is the most important components of Cloud computing, so the security of
data over the distributed computing is always the big issue. There are a lot of security
issues regarding cloud storage, which are cited in this section.
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• Data warehouse: is very large system. It is surveying different user communities
along with their security needs. For the deploying of DWH, security is an important
requirement for implementation and maintenance. Data warehouse pretences the
three basic securities issue i.e. confidentiality, integrity, and availability.

• Anonymity: A particular technique or process to obscure the published data and key
information preventing the associated identity of the owner of data. Data anonymity
has different vulnerability like hidden identity of adversary threats, loopholes in the
procedure of re-identification or de-anonymity.

• Availability: The main goal of cloud service is also to provide high availability to
the client. It focuses that user can get information anywhere anytime. Availability
not only refers the software, but it also provides hardware as demand from
authorized users. In a multi-tier architecture, which is supported by load balancing
and running on many servers, will approach network-based attack such as DoS or
DDoS attack [1]. Sometimes cloud storage lacks in availability attribute because of
flooding attack in the network. Malicious Insider in storage system is also a big
issue for it.

• Data loss and leakage: Data breaches are the result of an intrusive action and data
loss may occur when disk drive dies without creating any backup. It is the loss of
privacy, trust and direct effect the SLA policy, which are the main concerns of cloud
users.

• Cryptography: Many times in cryptographic mechanisms seem to fail when the
security measure applied. In cloud, cryptography applied to overcome the loopholes
in security areas but many challenges still exist, so it is important to overcome them.
Prime factorization of large numbers in RSA and discrete logarithmic problem in
ECC failed for bad password and faulty implementation causes brute force attack.
Poor key management, computation efficiency, verifiable data are also other issues
related to cloud cryptography [2].

• Integrity and confidentiality issues: Integrity is the most critical element in infor-
mation system to protect the data from unauthorized modification, deletion or
altering data [3]. The security issue arises when malicious incorrectly defined
security parameter or incorrectly configured VMs and hypervisor. Because of
multi-tenant nature of cloud may result in the violation of integrity and confiden-
tiality, even the increasing the number of users may enhance the security risk [4].
Man in the middle (MIM) attack, session hijacking, data diddling attack are a
well-known attack in integrity, password, packet sniffing social engineering attacks
affects the confidentiality of information.

• Malware and worm: Smart cybercriminal involves e-crime attack start to inject
malware into cloud storage, turning them into ‘zombies’ aiming at adding larger
network servers’ computer called Botnets.

• Inference: Inference is a database system technique used to attack databases where
malicious users infer sensitive information from complex databases at a high level.
In basic terms, inference is a data mining technique used to find information hidden
from normal users.
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3 Cloud Storage Security

In this section, we will define the Data cycle life, and the measures that can be
implemented to ensure any stage of this cycle life. The second part is an overview of
new approaches proposed in recent years about the security of data stored in Cloud.

3.1 Data Cycle Life in Cloud

The life cycle of the data is carried out on these steps: first data is transferred to the
cloud, then they are managed in the processing phase, and they are stored, then it is
used, and finally recovered and destroyed. In each stage of this lifecycle, different
measures can be implemented to ensure data security as we see in Fig. 1 bellow.

• Data transfer: the data is sent from the internal systems of a company or the local
drive user to the cloud. In this level, security does not pose a big problem because
the systems used are reliable, so the data can be encrypted before being sent;
otherwise a transport layer is used incorporating this encryption function by using
one of two common protocols which are IPSEC and SSL, these protocols are meant
transmitting data securely to the cloud.
Another technique can be used in this phase which is The purpose of channel coding,
it is to protect the message emitted by the normalized source (without redundancy)
from noise and disturbances introduced by the propagation channel. To ensure a
transfer over a noisy channel, it is necessary to introduce redundancy into the
transmitted message. In reception, the decoder receives the message transmitted by
the disturbed coder due to noise of the channel. The mutual information I(X; Y)
between the input and the output of the channel can be expressed as [5]:

ðX; YÞ ¼ ðXÞ � ðXjYÞ ¼ HðYÞ � HðY jXÞ ð1Þ

Where H(X) is the entropy of the source and H(XjYÞ is the level of uncertainty on
the variable X knowing Y. The theorem concerning channel coding is the most
important result of information theory. This theorem is known as Shannon’s second
theorem (Noisy-Channel Coding Theorem).

• Data processing: the data are managed, translated, checked, cleaned and validated to
finally been stored.

• Storage phase: afterwards the data is managed, it is automatically stored. According to
[6], the cloud storage architecture is a layered architecture; it consists of a front part
which exports an API to access to storage. Here we find the front ends of web service,
files, andmore traditional front parts (such as Internet SCSI or iSCSI). Behind the front
end of it there’s a layer of middleware (inter-software) called the logical storage. This
layer implements a variety of functions such as replication and data reduction on
traditional data-placement algorithms [7] (considering the geographic location).
Finally, the back end implements the physical data storage. Despite the performance
of this architecture, the security module is further complicated that’s why users are
worried about their stored data. Some methods have been proposed to secure data
stored in Cloud; we find for example encryption techniques, Access control methods,
authentication, or also the security as a service module.

Issues and Threats of Cloud Data Storage 63



• Use of Data: at this stage the data are stored and ready for use on cloud. Data
security will be based on the established access control measures for data access: on
both external access and for access for administrators and operators of the Cloud.
Therefore, it is important to trust the suppliers when they store their data no matter
that the type of that data might be (files, pictures, applications, etc.).

• Destruction: the data stored in Cloud have a defined lifetime by their owner, it is
important to ensure that they are removed and missing from Cloud. It is the supplier
who erases all data traces. Encryption techniques applied before, help make the data
unusable even if the supplier does not remove it.

The following Table 1 shows the security measures applied to protect data at each
phase of its lifetime.

Fig. 1. Data cycle life.

Table 1. Security measures applied at each phase.

Phase of cycle life Measures applied

Transfer Encryption function
Security protocol (SSL, IPsec)
Transport layer

Data processing Intrusion detection system
Access control

Storage phase Access control
Encryption
Authentication
Security as a service module

Use of data Access control
Authentication

Destruction Encryption techniques applied before
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3.2 Data Security Threats

According to the report from Cloud Security Alliance [8], a list of a nine most prevalent
and serious security threats in cloud computing had been defined; in this part we are
interested by the threats that affect data stored, which we cited bellow:

• Data Breaches: The data breach at Target, resulting in the loss of personal and
credit card information of up to 110 million individuals, was one of a series of
startling thefts that took place during the normal processing and storage of data.
“Unfortunately, while data loss and data leakage are both serious threats to cloud
computing, the measures you put in place to mitigate one of these threats can
exacerbate the other,” the report said. Encryption protects data at rest, but loses the
encryption key bring about losing the data. The cloud routinely makes copies of
data to prevent its loss due to an unexpected shut down of the server.

• Data Loss: Data loss may occur when a disk drive dies without its owner having
created a backup. It occurs when the owner of encrypted data loses the key that
unlocks it. Small amounts of data were lost for some Amazon Web Service cus-
tomers as its EC2 cloud suffered “a re-mirroring storm” due to human operator error
on Easter weekend in 2011. And a data loss could occur intentionally in the event of
a malicious attack.

• Account or Service Traffic Hijacking: it is usually with stolen credentials, remains
a top threat. With stolen credentials, attackers can often access critical areas of
deployed cloud computing services, allowing them to compromise the confiden-
tiality, integrity and availability of those services. Phishing, exploitation of software
vulnerabilities such as buffer overflow attacks, and loss of passwords and creden-
tials can all lead to the loss of control over user account. An intruder with control
over a user account can eavesdrop on transactions, manipulate data, provide false
and business-damaging responses to customers, and redirect customers to a com-
petitor’s site or inappropriate sites.

3.3 Comparing Security Features of Cloud Service Provider

Cloud service providers vary significantly in many features such as reliability, security,
and support. The Table 2 bellow defines what each provider offers as a service and also
the security concerns attribute.

3.4 State of Research to Secure Data in Cloud

A lot of techniques have been proposed recently to secure data in the Cloud; the authors
in [9] suggested a security architecture that provides a security as a service model that a
cloud provider can offer to its multiple tenants and customers of its tenants. Their
security as a service model while offering a baseline security to the provider to protect
its own cloud infrastructure also provides flexibility to tenants to have additional
security functionalities that suit their security requirements.
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Table 2. Comparison of security features of cloud service provider.

Service
provider

Type
of service

Service offered Security features

Amazone
WEB
Service

PaaS Amazon elastic compute cloud
(amazon EC2/S3), amazon secure
server, virtual computing
environment and on-demand
storage for the internet

EC2 security and networking
Multifactor authentication,
Secure fault tolerance design

Salesforce PaaS Is an enterprise cloud including
automation, marketing, and social
network tools, building a web
application and hosting on sales
force infrastructure

Two forms of user authentication
delegated authentication and
security assertion markup
language (SAML),
focus on session security data
auditing,
programmatic security like
SOAP API,
security token- using O-AUTH

Google
apps

PaaS
SaaS

Customer
e-mail, clambering, web security
services, Google app engine,
Google docs

HTTPs availability,
Browsing security
Digital certificate security,
Usenix enigma focuses on
security, privacy, electronic crime
and novel attack

Rackspace
cloud

IaaS
PaaS

Consist of three service: a platform
for building cloud website, cloud
files a storage service and cloud
servers that provide access to
virtualized server instance

Managed security,
cloud threat protection,
reduce DoS attack,
data protection solution and
payment card industry data
security standard,
vulnerability assessment

Microsoft
azure/sky
drive

WaaS
SaaS

Operating system, store organize,
developer service to build and
enhance web host application

Identity and access,
penetration testing,
encryption key management
AES-256,
security center (MSRC, MMPC),
monitoring,
logging,
reporting

Apple
iCloud

iCloud drive, cloud photo library,
icloud backup. It automatically
and securely stores our content so
it’s always available to our iPhone,
iPad, iPod touch, Mac or PC

Secure boot chain,
touch ID security,
keychain and key bags data
protection and access control.
Security certification like FIPS
140-2, ISO 15408,
app code signing

(continued)
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Another model which is based on the same idea, is the Data Protection as a Service
proposed by [10], the authors of this paper introduces Secure Cloud Storage (SCS), a
framework for Data Protection as a Service (DPaaS) to cloud computing users. It
allows users to define fine-grained access control policies to protect their data. Once
data is put under an access control policy, it is automatically encrypted and only if the
policy is fulfilled, the data could be decrypted and accessed by the data owner or
anyone else specified in the policy.

The Third Party Auditor [11] is another proposed mechanism that allows Cloud
users to have an external audit party to check the integrity of outsourced data when
needed, The process of this project is that the data owner can check the integrity of their
data stored in cloud server using TPA. If any modifications are detected by the TPA, it
will immediately intimate to the owner of the file and so security and data integrity is
secured properly.

[12] Discuss and analyse the access control model to protect data stored in cloud,
the authors present some application cases such as access control based on LogicSQL
database system and trusted computing, they also analyse the flexibility of RBAC
model (role-based access control).

In [13], the authors analyse the security of RDPC protocol (remote data possession
checking protocol) [14] and they show that it’s vulnerable to delete attack, then they
provided formal security proofs of their new RDPC protocol and reported the per-
formances of the protocol by implementing it.

In [15], the authors proposed an improved protocol of the original one, which is a
Remote data possession checking protocol, to fix the security flaws which is tested
under a well-known security model.

A new model of Storage architecture which is based on the ISCSI protocol using
the FASP transport protocol instead the TCP was proposed in [16], the authors present
some challenges that are facing the TCP protocol and their motivation to choose FASP
to replace it.

Authors in [17], explain the novel concept of integrating the multi-level security in
all of the cloud offerings in contrast to the security-as-a-service concept.

Another paradigm for privacy and security which can protect data during their
lifetime in the Cloud is [18] “PRISMACLOUD Project”; the authors present a new
approach towards a next generation of security and privacy enabled services to be
deployed in only partially trusted cloud infrastructures, They adopt suitable crypto-
graphic mechanisms, in their rapport they study the tools and methodology which they
will use to achieve their project. The main objectives of PRISMACLOUD are:

Table 2. (continued)

Service
provider

Type
of service

Service offered Security features

Right scale SaaS Self-service provisioning,
automate routine task, it helps
customer builds and clone virtual
servers for cloud

Multi-cloud identity
management,
Security monitoring,
employing security automation
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• To develop next-generation cryptographically secured services for the cloud. This
includes the development of novel cryptographic tools, mechanisms, and techniques
ready to be used in a cloud environment to protect the security of data over its
lifecycle and to protect the privacy of the users.

• To assess and validate the project results by fully developing and implementing
three realistic use case scenarios.

• To conduct a thorough analysis of the security of the final systems, their usability,
as well as legal and information governance aspects of the new services.

In [19] the authors try to find the minimum storage for an inter-datacenter dis-
tributed storage system based on the user-specified security level requirement. This
optimization problem can be divided into two tasks. First, calculating the minimum
storage per node a subject to the constraint of remote repair bandwidth cR. Second,
deriving the relationship between cR and the user-specified security level. Finally
obtaining the following storage optimization constraint.

Xk�1

i¼0
min a; ML ið Þ � ið ÞbL þMR ið ÞbRf g�X ð2Þ

And the upper bound of remote repair bandwidth that meets the requirements of a
given security level requirement r is:

MR ið ÞbR ¼ cR ið Þ�Xþ log2 k ¼ Xþ log2½1� rð1�2�XÞ�; 8i: ð3Þ

Where: (Table 3).

4 Suggestions and Discussion

In this section, we suggest a new secure architecture based on three tiers [20], where
security is interdependent. The proposed security classification consists of three levels:
application level, cloud-service middle level, and infrastructure level. Organizations

Table 3. Notations

Notation Description

X Original data size
(n, k) Coding parameter
a Storage per node
ML Number of repair links from the local datacenter
MR Number of repair links from the remote datacenter
bL Number of download bits per link from the local datacenter
bR Number of download bits per link from the remote datacenter
cR Remote repair bandwidth
k Probability that the original data be reconstructed by an eavesdropper
r Probability of an eavesdropper unable to decode the original data
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that are keen to use cloud computing to run their in-house applications must modify
their software development approach. The organizations should be concerned about the
key points that help to design programming standards, and adopt multi-tenancy and
most important the security capabilities. Here we will discuss the security issues on
each level of the cloud security architecture.

4.1 Application Level

The security concerns for this level is end-to-end. Cloud systems need to have common
security to achieve an end-to-end visibility and control over data, identities and appli-
cation in cloud system. Intel and MacAfee enable end-to-end visibility to reduce the
complexity of security and administration. However, in application level, enterprises
data, along with another organization data, is stored at the SaaS provider data center. In
addition, the cloud providers might be replicating the data across multiple locations in the
world to maintain high availability. Cloud vendors such as Google App, Amazon and
Elastic ComputeCloud (EC2) require administrators to use their individual cryptographic
algorithm with strong Secure Shell (SSH) to access the hosts. A malicious programmer
can exploit the vulnerabilities in data security model for unauthorized access. The
assessments on application level like cookie manipulation, access control weakness,
broker authentication, failure to restrict URL access, and insecure configuration.

4.2 Service Middleware Level

Middleware can be described as glue software that makes it easier to the software
developer to perform communication in a cloud environment. Nowadays, as the
importance of middleware increases, the security challenges also increase. Some of the
issues include protocol standard security, user authentication and conceptualization,
middleware trust, service credibility and regulations, cryptographic solution, spam
snooping and sniffing.

Regarding protocol standards, the TCP/IP protocol model or WAP (Wireless
Application Protocol) are the most common ways of communication over the Internet.
Nevertheless, they have much vulnerability to be exploited. Dynamic Host Control
Protocol (DHCP), Hypertext Transfer Protocol (HTTP), Wireless Markup Language
(WML), and Simple Mail Transfer Protocol (SMTP) are well-known vulnerable pro-
tocols which are used in the cloud. Therefore, the security of protocols is necessary to
secure Middleware level. In addition, a new good authentication scheme should be
developed between user and middleware to secure this level, improve data sharing
security and improve better spam management.

4.3 Infrastructure Level

Cloud infrastructure can manage the computer capabilities such as performance,
bandwidth and storage access. In this section, we consider the security concerns in
infrastructure levels like kernel independence, network management, cloud authenti-
cation, connecting protocol and standard, device reliability, and machine availability/
authentication.
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Cloud service provider, in that data integrity, commonly uses security in web
service. The confidentiality is fulfilled by XML encryption that endorses X.509 cer-
tificate and Kerberos. At the infrastructure level, the kernel acts as timer and system
lock handling, descriptor and process manager. It also supports the network commu-
nication. In file system level, the kernel handles file blocking, I/O buffer management
and pathname directories. Therefore, we need to isolate and make the OS kernel
independent to avoid interferences on it. A secure and efficient Cloud authentication
process and user abstraction should be provided in infrastructure level. All virtual
machines working together should be mutually authenticated and good machine
availability management should also be available. The security risks to the cloud
systems while facilitating Virtual Private Network (VPN) are on-demand resource
availability and machine-to-machine performance monitoring.

4.4 Research Directions

The data security in cloud computing is more important but it is difficult to deal
because due to loses control of the data owner over the data, when data are
transferred/stored to the cloud. There are many proposed research that solve the
security problems in a cloud environment but the open issues still exist, which are
needed to solve for offering a secure cloud infrastructure. For example, it is important
to design an integrated security solution including all major security requirements in
the Cloud. Now we find a multiple security solution to a specific and single issue.

The privacy of the computation is another example of open issue in cloud com-
puting. In the storage most of the data are in an encrypted form. But, in the storage all
the operations are not performed over the encrypted data. Most of the operation
required plain text data during computation. The memory is assigned to the within or
outside processor used for storing temporary data may be the target of attack. There-
fore, research endeavours in this respect to find a broad solution that provides privacy
during computation time.

The cloud computing also needs a security solution against insider threat. There are
many solutions are available and still applicable to the cloud. But, the available
solutions are not sufficient to solve the insider threat. In these phenomena identification
of the insider attack in cloud computing is an open area of research. In this scenario,
develop an indicator that helps to find the insider attacks. This indicator will increase
the potential of securing the cloud system.

5 Conclusion

Cloud computing offers many advantages, on-demand, scalable, resources and
IT-based solutions without the need to invest in new infrastructure. Despite these
features, the security of storage still the critical point that confronts this technology, so
the cloud miss complete security aspect especially for data stored. A lot of researches
were realized regarding data integrity and confidentiality but some challenges still
exist.
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This chapter concerns the issue regarding the cloud storage security, we first define
a data cycle life, what’s the token measures to protect each stage, and we propose the
newest approaches to secure the Cloud storage in order to identify important research
directions in Cloud computing technology.
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Abstract. Cloud computing has attracted researchers and organizations in the
last decade due to the powerful and elastic computation capabilities provided
on-demand to users. Mobile cloud computing is a way of enriching users of
mobile devices with the computational resources and services of clouds. The
recent developments of mobile devices and their sensors introduced the crowd
sensing paradigm that uses powerful cloud computing to analyze, manage and
store data produced by mobile sensors. However, crowd sensing in the context
of using the cloud is posing new challenges that increase the importance of
adopting new approaches to overcome them. This chapter introduces a mid-
dleware solution that provides a set of services for cost-effective management of
crowd sensing data.

Keywords: Crowd sensing � Cloud computing � Data management
Trustworthiness � Privacy � Crowd sensing challenges

1 Introduction

The adoption of cloud computing has seen a rapid growth in industry, government and
research. Cloud computing offers powerful computation and storage that meet the
requirements of technologies and applications such as mobile computing and IoT.
Mobile devices suffer from low storage capacity, low computation capabilities and
energy constraints. The convergence of Cloud computing and mobile devices led to the
concept of Mobile Cloud Computing where mobiles can avail of Cloud capabilities
using a pay-as-you-go model.

Mobile Cloud Computing is an enabling technology for crowd sensing that utilize
the different sensors of the mobiles and upload large amounts of data they produce to
the cloud. Crowd sensing can support a broad range of applications such as Smart City
(environment, planning, traffic, etc.), healthcare, social and advertising [1]. All these
applications are powered by the crowd abilities to sense using mobile devices. The
Smart City domain is the application area of interest in this chapter. For example,
consider a pothole application offered to citizens to send locations of bad or dangerous
potholes in roads in a particular city. They can take pictures of potholes and tag them
with location, time and optional description or let the mobile device perform the
detection automatically by sending a voice note when a pothole is detected using the
accelerometer. Therefore, data produced by this application are the GPS readings,
photos, voice notes and text descriptions (if any). Data produced by crowd sensing can
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be large or sometimes extremely large depending on how big the number of users of the
crowd sensing applications is and the number of sensors used.

Crowd Sensing in the context of the smart city can be defined as a large, significant
number of users located in the same area of a particular city where they utilize the
sensors of their mobile devices to sense the environment then send the data to a
centralized server or cloud.

While many research areas benefit of crowd sensing, its effective implementation
also raises several challenges when offloading large amounts of data to the cloud. These
challenges can be due to network bandwidth and traffic or to storage cost and data
management in the cloud.

This chapter will investigate the challenges of crowd sensing in the context of
Smart City applications and will introduce a cost-effective architecture that can over-
come these challenges, by a reasonable percentage. The detailed research work and
results can be found in the conference papers of the authors included in the
bibliography.

The chapter is organized as follow: Sect. 2 reviews existing middleware solutions
and trends. Section 3 introduces the crowd sensing challenges. Sections 4, 5 and 6
present the proposed architectural solution. Section 7 represents the conclusions.

2 Architectural Trends

Nowadays, with the notion of Internet of Things (IoT), there is a wide range of mobile
devices (and their sensors), vehicles, home appliances and other different objects that
are producing large amounts of data and are wirelessly connected to the Internet. IoT
depends heavily on cloud computing to process and store data due to the unlimited
storage and powerful processing. The distributed nature of the system features chal-
lenging issues such as unpredictable network latency and variable bandwidth and
therefore increases the need to adopt new computing models [2]. The new model can
be deployed as middleware services between IoT devices and the cloud.

In this section, some architectural trends that aim to overcome the aforementioned
issues are presented. The functional capabilities of these different architectures are
discussed. Some of these approaches are Fog Computing, Edge Computing and
Cloudlets.

2.1 Fog/Edge Computing

Fog computing is the idea of processing data received from different IoT devices in the
proximity of the data source, in the local area network end (gateway or Fog node).
There are several attempts to define Fog Computing and one of the definitions is by
Cisco [3] as a platform between cloud computing and devices that offers storage and
processing services and not necessarily located at the edge of the network. Another
definition adopted in [4] is the following:
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“Fog computing is a scenario where a huge number of heterogeneous (wireless and sometimes
autonomous) ubiquitous and decentralized devices communicate and potentially cooperate
among them and with the network to perform storage and processing tasks without the
intervention of third- parties. These tasks can be for” supporting basic network functions or
new services and applications that run in a sandboxed environment. Users leasing part of their
devices to host these services get incentives for doing so.” (p. 30 [4])

There is a number of benefits of fog computing. First is minimizing latency since
the computation is located close to the devices and this makes this computing model a
great fit for real-time applications such as security and health applications. Second is
effective bandwidth utilization. Instead of sending all data to the cloud, some (if not
major) processing will take place in the fog. Third is better privacy control by pro-
cessing data locally. Finally, other benefits are location awareness and mobility support
since the interaction is with devices directly [3].

Crowd sensing applications in the smart city domain can benefit from fog com-
putational model. With large amounts of heterogeneous data such as photos, text,
numbers and videos, produced by mobile devices, the fog nodes can be used for
different purposes. For example, fog servers can be used to process data in real-time
and support the decision of users in situations like traffic and robotics control.

Many researchers have used fog computing when implementing systems and
applications. In [5], authors utilize the fog to reduce time and energy in the compu-
tational offloading process; their work is inspired by [6–8]. In the offloading process,
devices need to choose either to optimize time or energy. Another published work is
[9], where authors proposed a virtual fog that is mainly developed to prove the benefits
of using fog computing in the IoT context. In [10], authors present fog-enabled
Wireless Sensor Network (WSN) system for elderly people to adopt the outdoor
localization issue in the context of Ambient Assisted Living. They consider two
devices, the first is a wearable sensor device and the second is a gateway node. They
evaluate their work by using the wearable devices to collect data for outdoor local-
ization. Their results show accuracy positional data. Furthermore, authors of [11] used
fog computing to propose a smart maintenance architecture in the context of manu-
facturing. They claim that with fog computing, some important issues raised by the
cloud such as privacy, security, availability and latency can be overcome.

Edge computing and fog computing are sometime used interchangeably for the
solution of pushing the computation in close proximity to mobile users. However, there
is a slight difference regarding the servers’ location. Fog computing is located in the
local are network (i.e. routers or fog nodes), while Edge computing is run by spe-
cialized devices (i.e. programmable automation controllers, PAC), dedicated servers, or
the device itself [12].

There are several research topics on edge computing, healthcare being one of them.
In [13], authors used edge computing and some features in smart watches like voice
control and motion control to propose Real-time Heart Attack Mobile Detection Ser-
vice (RHAMDS). The main goal for RHAMDS is to improve response time when
patients with heart attacks need emergency service.

Another application of edge computing is within vehicles. A system is presented in
[14] that aims at improving the vehicle computational capabilities, called autonomous
vehicular edge (AVE). AVE can successfully offer computations to dynamic vehicle

Challenges of Crowd Sensing for Cost-Effective Data Management in the Cloud 75



without the need of any type of supporting architecture. Furthermore, authors of [15]
propose an offloading framework for mobile edge computing in vehicular networks in
order to decrease the cost of the computational offloading to the cloud and decrease
latency. In [16], mobile edge computing is utilized for a resource allocation system that
is developed through successive convex approximation. The system successfully saves
mobile energy when compared with different independent offloading schemes. Addi-
tionally, a load balancing system called CooLoad is proposed in [17]. This time the
system is installed at the edge of the network where it manages requests to different
data centers depending on their availability.

2.2 Cloudlets

Another local architecture is the Cloudlet [18] that is considered a self-managing cloud.
Cloudlets are located in places such as meeting rooms, airports, workspace, etc., where
users need to access cloud services with their mobile devices.

There is wide research on Cloudlets. For instance, in [19], a bus-based cloudlet
cooperation strategy (BCCS) is proposed. Mobile devices in the vehicle or around the
bus will benefit from BCCS as a computational node. Moreover, BCCS will choose the
cloudlets to which the mobile devices tasks are offloaded. Experimental results prove
that BCCS can decrease the energy consumption for mobile devices and the time in
which the tasks are completed. Another work, [20], presents an Industrial Cloudlet
Network (ICN) architecture in which there is a cloud server and industrial end point
devices connected to the Cloudlet. Their goals are to overcome the challenge of latency
and bandwidth consumption, provide efficient connection between cloud and end users,
in the online mode where the cloud and the cloudlet are connected normally, and offline
mode where the cloudlet is maintaining the last copy of data. Furthermore, using
Cloudlets, a task offloading approach is introduced in [21]. This approach uses caching
techniques and N-to-N resource scheduling that makes Cloudlets a great resource to
offload computations from mobile devices. The experiments show promising results in
mobile energy consumptions and task completion.

3 Challenges

Crowd sensing has a number of challenges that occur either on the user’s side or on the
cloud’s side. User’s side challenges are all the difficulties the user faces during the
sensing task and while the crowd-sensed data are sent to the cloud. Cloud’s side
challenges are all the complications that occur after the crowd-sensed data are received
and stored in the cloud.

User side:

(1) Users might have mobile preferences and privacy concerns that are not supported
with the crowd sensing applications. For example, some users will have concerns
disclosing their personal information such as name, date of birth, location, etc.
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(2) Battery Life: the energy consumption in terms of mobile battery life is another
challenge for crowd sensing applications. This is determined by the important
battery consumption when using sensors.

(3) Costs and Users’ incentives: there are monetary costs and users’ efforts when they
utilize their mobile device for the sensing tasks. The costs occur when users send
the crowd-sensed data using their mobiles operators (3G/4G). Therefore, con-
vincing users to be part of the sensing tasks and avoid the energy consumption as
well as the costs is a big challenge in crowd sensing applications. In order for the
crowd sensing applications to succeed, there must be a proper incentive mecha-
nism to engage users to participate in the sensing task.

Cloud side:

(1) Trustworthiness: different user applications especially Smart City applications
depend on users’ involvements and the sensed data received from them. There-
fore, data should be trusted and truthful in order to benefit and improve the quality
of life for citizens in the context of Smart City.

(2) Data Origin: tracing the origin of data without affecting users’ privacy is an
important aspect. The cloud receives large amounts of data and stores these data
for long time. If errors occurred in the data and nothing indicates the origin of
these data in order to identify the source of the errors, then the applications that
should benefit from these data will generate wrong results and incorrect infor-
mation. Hence, identifying the source of data in the cloud when any error occurred
is ideal.

(3) Large Data transfer: transferring large amounts of data from mobile device to the
cloud is not ideal, since the transfer will take long time due to the bandwidth
limitations in different networks especially 3G/4G/LTE.

(4) Data storage: with the limited resources of mobile devices, the sensed data are
usually offloaded to the cloud. In smart city applications and other application
such as scientific applications, data volumes will increase at a very high speed and
this will introduce the challenges of storage capacity and the associated costs. As
reducing data in the cloud might cause the loss of important data, the managing
process must be efficient enough to avoid the loss of critical features and values.

In this chapter, only the cloud’s side challenges are taken into consideration.

4 The Mobile Cloud Architecture

In this section, a mobile cloud architecture that runs middleware services is introduced.
This architecture offers solutions to some of the challenges presented above. The aims
of the system are listed as:

• Provide a better mobile user quality-of-experience (QoE) by reducing the data
transfer cost and network latency.

• Reduce data storage cost for cloud storage users (i.e. City Council) and create
customized views of data.
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• Save resources of the entire chain of processing as much as possible by reducing the
amount of data transferred from mobile devices up to the cloud.

The architecture, as depicted in Fig. 1, consists of three components: mobile users’
devices, public local servers that host some of the middleware services, and the cloud
that runs additional middleware services and smart city applications. At the end of this
chain of processing are the consumers (beneficiaries) of the data that was
crowd-sensed.

This system does not include analytic services that are related to the smart city
applications, as they are not part of the requirements for cost-effective management of
crowd-sensed data.

Users. Users can be a group of citizens, from two to what we call a crowd, located in a
particular area of a city, use an Android sensing application on their mobile devices and
transfer data through Wi-Fi connection. Users need to provide user credentials (user
name and password) in order to be able to send data to the cloud using their mobile
devices.

Edge Servers. This component consists of public local servers that are distributed
around the city for the purpose of collecting crowd-sensed data, storing them for a
period of time and processing them locally before they are sent to the cloud. These
local servers run specific middleware services. In the same time, these public servers
run other applications, such as traffic or environment monitoring. The local servers run
three services as shown in Fig. 2 and presented in details in Sect. 6. The registration of

Fig. 1. The mobile cloud architecture for crowd sensing.
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mobile users and login processes will take place in the cloud through the edge servers.
Before the user starts the sensing process using our mobile app “SenseAll”, the server
will receive user’s ID and password by the authentication service and then send it to the
cloud for verification. If the user is registered and the password is right, then the user
can start the sensing process.

Once data had arrived at the local server, the protocol for the crowd-sensed data
consists of the following steps:

(1) Every user’s contribution (user ID and data) will have a data receiver instance that
is managing a buffer. The buffers are organized in FIFO (First In First Out) form.
Then, a general buffer will take users’ contributions from the individual buffers,
one at a time, and insert them to the local database for a limited period of time, e.g.,
one day. The period of time is variable and might be short or long depending on the
application used and the amount of users’ contributions received. The server will
also record the meta-data, such as user ID, sensor data types, etc., in a log file.

(2) The Trust Manager [22] will calculate the data trust using four factors (user status,
data variety, loyalty and similarity). Considering a specific user contribution, if the
trust calculation is above a defined threshold, then data are trusted and they are
sent to the Scheduler, otherwise, data are discarded.

(3) After calculating trust, the Scheduler component [23] will receive the trusted data
and calculate the priority for sending them to the cloud. However, if the trusted
crowed-sensed data contains single- precision floating-point numbers, these data are
sent to the Local Reduction Unit for compression before sending them to the cloud.

Fig. 2. The set of middleware services.
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(4) The Reduction Unit component [24] deals with single-precision floating-point
data, by taking advantage of the geographic distribution of local servers within
cities. There are two compression techniques; one for location-based data (latitude
and longitude) and the other considers accelerometer’s three-dimensional data.
When data are compressed, using the Reduction will return them to the Scheduler
in order to be sent to the cloud.

(5) The last operation, all the meta-data for all the contributions are removed from the
log file.

Cloud: The cloud component in this architecture contains databases in which users’
information, history and trusted crowd-sensed data are stored. With the large amount of
crowd-sensed data stored in the cloud, there is a necessity to manage these data
efficiently. The cloud runs three different services, the first is the reputation manager
that keeps track of the users’ reputations, the second is the partitioning manager which
logically partitions data using user-defined factors, and the third is the cloud reduction
service that reduces the amount of data in the cloud depending on the partitioning
output. Details of every service are presented in Sect. 6.

Consumers: Consumers are citizens, cloud administrators, or private or public
authorities, which can use the crowd-sensed data stored in the cloud for specific smart
city applications. There could be one, two or a large number of consumers. Consumers
need to register in the cloud in order to benefit from the data stored there.

5 Middleware Services

Some of the middleware services are running on the local servers. Their purpose is to
reduce the amount of data that will be sent to the cloud by eliminating duplicates,
prioritize data and build the trust of data. The origin of data is also considered at this
stage.

5.1 Trust Manager

The Trust Manger [22] calculates the trust using the following factors:

(1) The user status (i.e. not moving, walking, or moving fast) is an important factor
that could affect the quality of the crowd-sensed data being sent - every status will
correspond to a weight called (S), given according to the quality of the data
produced with it.

(2) The variety of crowd-sensed data will add more weight when calculating trust,
where the weight factor is called (SS). For example, when the user sends a photo
along with a voice note or a description, this user’s value of SS will be higher than
another user who just sent a photo.

(3) Loyalty where the user who contributes more to the sensing activity will add more
weight to his/her trustworthiness. Loyalty factor is called (N).

(4) Crowd-sensed data that are similar to each other are beneficial to each other.
Similarity factor is called (Sim).
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After calculating these factors, Eq. (1) is performed to compute the trust for the
contribution of user “u”:

Tu ¼ eðSuþSSuþNuþ SimuÞ ð1Þ

If Tu is below a specific value (threshold), then the contribution will be discarded
and the trust value Tu is re-calculated by Eq. (2) that generates a negative number.
After that, the new Tu value is sent to the cloud along with the user ID:

Tu ¼ �eTu ð2Þ

If the value is above the threshold, then data are sent to the Scheduler. Then, the
trust value is considered as a factor in Eq. (3) to update the reputation value in the
cloud:

Repu ¼ Rep0u þTu ð3Þ

Where Repu is the new reputation value for user “u” and Rep0u is the previous
reputation value. The main purpose is that consecutive high trust values will build a
reputation, but one low trust value will ruin it.

5.1.1 Evaluation and Discussion
The trust approach [22] shows how effective it is in reducing locally the amount of
untruthful data before they are sent to the cloud. The untrusted data are discarded
locally before utilizing network resources in order to send them to the cloud and
evaluate them there. There are several benefits for local processing of crowd-sensed
data, the most important ones are the reducing of the amount of traffic and bandwidth
consumption.

This trust service is different from other existing work [25–29] in many ways. One
factor is that instead of having the trust calculation implemented in the cloud, this
service is running locally, as close to the crowd as possible. Another factor is the
object’s history. Some of the studies are offering trust systems that take into account the
historical behavior of the objects (devices or sensor nodes). Unlike the trust approach
presented, it deals with every data received from a particular user independently,
regardless of the previous contributions of that user. Instead the historical behavior is
only considered in the cloud when building the reputation.

Furthermore, traceability is also supported in this middleware system since the
mobile app that is used, “SenseAll”, will send the location together with the application
ID which is different from the real ID in order to protect users’ privacy.

5.2 Scheduler

The Scheduler [23] calculates the priority factor of the trusted data received depending
on a number of factors that varies depending on the application in use. After a period of
time, e.g. one day, the Scheduler will perform two important actions:
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(1) If it receives a number of contributions from the same location, the scheduler will
select the data that will be sent to the cloud based on the reputation values of the
users - higher reputations are considered. Data from users with lower reputations
are discarded but the number of contributions is considered as a value that is added
to the priority factor.

(2) Trusted crowd-sensed data with higher priority are sent first.

5.3 Local Reduction Service

This reduction service [24] contains two compression algorithms for location-based
data and accelerometer three-dimensional data.

5.3.1 Location Based Data
In this section, a compression method is presented that takes advantage of the distri-
bution nature of public local servers around the city to serve the citizens. Therefore, if
servers cover an area that has the same integral part for both latitude and longitude
(Algorithm 1), then the sign part, the exponent part and the variable number of bits in
the mantissa part can be removed, since they are the same for all contributions.

If the server covers an area that has two different integral parts (Algorithm 2), the
same procedure as that for case 1 will be applied. However, there is a minor difference,
the server needs to add 1 bit (called a decision bit) at the beginning of the compressed
value in order for the cloud to determine which integral part is considered for
decompression.
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5.3.2 Accelerometer Data
During a single event, an accelerometer will return data for three coordinate axes (x, y
and z). These data values are single-precision floating-point numbers. In this section, a
compression algorithm (Algorithm 3) is presented that will reduce the size of these float
numbers by attempting to remove some bits that can be recovered easily later in the
cloud.

5.3.3 Evaluation and Discussion
The compression techniques for GPS and accelerometer data work well. The com-
pression methods showed very good results [24] when compared to other techniques
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such as zlib [30] (general-purpose compression algorithm) and Szip [31] (floating-point
data compression algorithm).

This compression approach is different in respect to previous works [32–35] in
several ways. One factor is that this approach deals with every data entry separately and
does not take the history of the previous entries into account in order to predict the next
value. This means that this service has no prediction method and the compression is
performed easily without the excessive processing issue that occurs with the prediction
techniques. Another factor is that the majority of the works took advantage of the
similarities in data sets (i.e. scientific data sets). However, if the data sets are random,
the effectiveness of their work will not be guaranteed. On the other hand, the approach
presented shows its effectiveness for similar and random data (i.e. the duplicated values
of GPS coordinates and the randomness of accelerometer readings).

The last factor is regarding runtime, as this service compresses data very fast due to
the simplicity of the algorithms and the minimal resources utilization. The time
complexity for both algorithms is O(1).

5.4 Use Case

Suppose a city “X” launched a mobile application that urges citizens to report the roads
that need to be repaired in one neighborhood. Citizens will use the mobile app to send
GPS coordinates, photos or accelerometer readings. Citizens who live in that neigh-
borhood or pass it will start sending data. Public local server that is designated for this
area will receive these data. The server has a predefined time which is one day, then at
the end of the day the data will be scheduled to be sent the cloud. First, the trust service
will start calculating the trust for every contribution once it is received. If the contri-
bution is trusted, data are kept in the local database until the end of the predefined time
and the trust value is sent to the cloud to update the reputation score for that contri-
bution’s user. Otherwise, if the contribution is not trusted, the data are removed from
the local server and the trust will be recalculated using Eq. 2 and sent to the cloud to
update the reputation value for that contribution’s user.

Then at the end of the predefined time, the scheduler will look for similarities in
data. If similarities between two or more contributions are detected, the scheduler will
keep the contribution with the higher user’s reputation and discard the others. After
that, the scheduler will send the trusted distinct contributions to the compression unit to
compress the GPS coordinates and the Accelerometer readings (if available). Finally,
the scheduler will schedule sending the trusted distinct compressed contributions to the
cloud depending on their priority where the priority differs depending on the appli-
cation. For example, in this road status application, the priority will be higher for main
roads and school roads.

5.5 Performance

Runtime is an important metric to measure the performance of any architecture. The
runtime for this architecture corresponds to the time when the first contribution is
received in the server during the predefined time, and the time the data are sent to the
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cloud after filtration and compression. Therefore, the architecture runtime can be cal-
culated as follow:

Runtime ¼ deltaþ trust runtimeþ scheduler runtimeþ compression runtime ð4Þ

where delta corresponds to the time that is predefined by the city. This time varies (e.g.
one hour, 12 h or a day) depending on the criticality of the data. In other words, if the
crowd-sensed data received in the server are not critical (e.g. weather, traffic, etc.) then
the predefined time can be as long as a day or so. However, the delta value might
change when the number of contributions exceeds the capacity of the server during the
predefined time. In this case the server will minimize the delta value and send the data
to the cloud in order to be able to receive new contributions. On the other hand, if data
received are critical (e.g. poisonous atmosphere or pollution) the value of delta will be
as low as 30 min or even lower (depending on the population in the place which the
server covers).

However, the runtime for some services is proportional to the amount and type of
data received. Therefore, time complexity (big O notation) will better describe the time
for the algorithms in this architecture since the fixed time overhead for delta will not be
counted.

The worst-case time complexity for trust service is O(n), this is when there are
similar data and some users send data more than once during the predefined time frame.
On the other hand, the best-case time complexity for trust service is O(1) when there
are no similar data and every user sends data only once during the predefined time
frame. For the scheduler, the worst-case time-complexity is O(n) and the best-case is O
(1) when there are no similar data detected during the predefined time frame. Therefore,
the worst-case time complexity for the services all together is O(n) and the best-case
time complexity is O(1).

6 Cloud Services

The middleware services running in the cloud have the purpose of building and
maintaining the reputation of each individual data contributor and, also, to help creating
customized views of data according to the interests of different consumers of the
crowd-sensed data – citizens are interested in certain aspects of data, while the city
administration may use a more comprehensive view.

6.1 Reputation Manager

Reputation management takes place in the cloud in order to update users’ reputation
values regularly. Trust is a value calculated by the local server over a period of time.
On the other hand, reputation is a value calculated in the cloud, whereby the cloud
takes the new trust value received from the local server for a specific user and adds it to
the previous reputation value to update it.
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6.2 Partitioning Manager

The Partitioning Manager [36] will first partition data depending on variable parameters
that can be defined by the user, the application or both such as time and access
frequency. These parameters logically partition the database to have a clear vision of
what the limit of reduction might be when applying reduction services to the data.
Every smart city database, as well as databases of any other domain, contains important
and often sensitive entries at specific times.

6.3 Cloud Reduction Service

The reduction service applies two different data reduction techniques, data optimization
and context extraction [36]. These operations are applied depending on the sensitivity
of the data, where sensitive data are data that contain what is considered important
values. This service is highly related to the partition manager output, where every
technique will make use of the partitioning method to reduce data stored in the cloud
efficiently and therefore decrease the cost of storing these data.

7 Conclusions

In this chapter, a crowd sensing mobile cloud architecture is presented. This archi-
tecture includes middleware services that are hosted by edge servers placed between
the crowd’s mobile devices and the cloud, and in the cloud. The middleware services
address important challenges such as trustworthiness and origin of the data, scheduling
important data to the cloud and reducing the size of the data stored by the cloud.

The entire chain of processing deployed in edge servers and the cloud is aiming to
reduce the amount of data stored by the cloud without losing its significance. Con-
sumers use smart city applications to receive customized views of the data.
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Abstract. The implementation of cloud computing in the healthcare domain
offers an easy and ubiquitous access to off-site solutions to manage and process
electronic medical records. In this concept, distributed computational resources
can be shared by multiple clients in order to achieve significant cost savings.
However, despite all these great advantages, security and privacy remain the
major concerns hindering the wide adoption of cloud technology. In this respect,
there have been many attempts to strengthen the trust between clients and
service providers by building various security countermeasures and mecha-
nisms. Amongst these measures, homomorphic algorithms, Service-Oriented
Architecture (SOA) and Secret Share Scheme (SSS) are frequently used to
mitigate security risks associated with cloud. Unfortunately, these existing
approaches are not able to provide a practical trade-off between performance and
security. In the light of this fact, we use a simple method based on fragmentation
to support a distributed image processing architecture, as well as data privacy.
The proposed methods combine a clustering method, the Fuzzy C-Means
(FCM) algorithm, and a Genetic Algorithm (GA) to satisfy Quality of Service
(QoS) requirements. Consequently, the proposal is an efficient architecture for
reducing the execution time and security problems. This is accomplished by
using a multi-cloud system and parallel image processing approach.

Keywords: Image processing � Cloud � Fuzzy C-Means � Security
Genetic algorithm

1 Introduction

Many studies have demonstrated that the cost for the use of cloud servives is
approximately half that of building local data centers. Compared to traditional solu-
tions, agility, flexibility and availability are some of the main reasons behind the
growing demand for cloud adoption [1]. Cloud-based applications are primed to
become the new alternative to manage clients’ data in the healthcare domain. There-
fore, some hospitals take the first step toward using this new approach and affordable
tools to process, analyze and visualize digital data easily. However, in spite of its
potential advantages, outsourcing medical data to an external party brings about critical
challenges concerning regulation, security and privacy [2]. Moreover, medical images
contain very valuable information, and hence play an important role in clinical practice.
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Hence, it is necessary to carefully select strong countermeasures and set standards to
secure cloud services. In particular, this chapter describes adequate security and privacy
solutions for using cloud applications in image processing. Broadly speaking, there are
a number of factors that should be seriously considered before the transition to cloud
services, i.e., confidentiality, integrity, availability, data ownership, authentication,
access control, anonymization, unlinkability and auditing capability [3–5]. This work
mainly focuses on data confidentiality in cloud services, as well as possible deployment
models. In this context, we review existing approaches for addressing security and
privacy risks associated with image processing via cloud computing. However, there
are some critical issues which hinder these classical techniques in meeting Quality of
Service (QoS) constraints, especially in terms of privacy and performance. Unlike these
methods, we assume that fragmentation approach is able to significantly reduce com-
putation complexity and prevent unauthorized disclosure. To this end, we propose a
hybrid method based on Fuzzy C-Means (FCM) algorithm and Genetic Algorithm
(GA) to segment an image into many regions automatically. By doing so, each sege-
ment is analyzed by a cloud provider separately. The primary objective of this concept
is to provide an efficient data protection mechanism that ensures both confidentiality
and performance. To sum up, our proposal is a simple and efficient framework to boost
the utilization of cloud services in healthcare domain, especially in image processing.

The rest of this chapter is structured as follows. In Sect. 2, we list and discuss the
existing frameworks that are used to comply with data protection requirements in cloud
environment. Section 3 provides detailed information regarding our solution to secure
the utilization of cloud services in the healthcare domain and the suggested techniques
as well. Section 4 provides a clear and concise overview of the differences between our
proposal and the existing methods. We end this study in Sect. 5 by concluding remarks
and recommendations for future work.

2 Related Work

The intent of the system proposed by Challa et al. [6] is to utilize the homomorphic
encryption approach to secure cloud services. The introduction of this technique into
the security measures is expected to solve the problems of data processing in an
encypted domain. In this sense, they use Learning With Error (LWE) scheme to per-
form basic mathematical operations. Specifically, this method transforms an image into
another format in such a way that one can perform some operations on an encrypted
image, such as brightness adjustment and the addition of two encrypted images. While
homomorphic encryption has been widely used to compute numerical data, there are
still many problems in applying this technique on medical data. Among these chal-
lenges, computational costs and voluminosity are the important constraints in using
homomorphic encryption in cloud computing. Mohanty et al. [7] present an alternative
approach for reducing security risks associated with cloud services. In essence, they
suggest a framework that can be used for the distributed image processing. Using
multiple nodes architecture, it allows incoming requests for image processing to be
distributed across several cluster nodes in order to prevent any unauthorised disclosure
or access. To this aim, Shamir’s Secret Share (SSS) is used to generate a set of shares
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from the original image. In the (k, n)-threshold scheme, we need only to combine k
shares independently to reconstruct the processed image. However, despite its high
potentiality, this application is incapable of hiding the shape of the object from being
detected. Gomathisankaran et al. [8] rely on Residue Number System (RNS) to
improve homomorphic encryption utilization in digital signal processing. In this case,
the application of RNS helps increase the speed of computations by distributing large
dynamic range computations over small modular rings. More specifically, the proposed
method splits an image into many segments in order to process each one separately. In
particular, this method allows one to perform some popular homomorphic operations,
such as addition, subtraction and multiplication. In this case, edge detection based on
Sobel filter has been carried out on the encrypted image. Although it is certainly
possible to process encrypted images, the encryption process requires complex math-
ematical operations, which will significantly affect the system performance. Todica
et al. [9] develop a web application to perform the analysis of medical images using
cloud computing. From this perspective, they use Service-Oriented Architectures
(SOA) and XML schema to build this framework to ensure better communication
between consumers and service providers. Mainly, this approach aims at working with
different data formats and technologies to address the problem of cloud interoperability
and portability in cloud-based services. Therefore, the proposal would help healthcare
organizations outsource data processing to an external party. However, the utilization
of SOA technology does not provide the required security mechanisms to prevent
insider attacks. Chiang et al. [10] develop a truly collaborative environment to support
image processing in cloud computing. In this respect, they rely on Service-Oriented
Architecture (SOA) to enhance the utilization of the popular open-source software
ImageJ. One of the key advantages of SOA technology is the ability to reuse func-
tionalities residing in the ImageJ applications. In this context, ImageJ tool offers the
possibilty to create scripts and macros to handle digital data efficiently. Consequently,
this solution can greatly facilitate remote image processing, as well as creating col-
laborative work environments. However, SOA may present the biggest security risks to
cloud services because it is not properly protected against malicious cloud providers,
especially in the case of healthcare domain. Meharj et al. [11] propose another way to
process medical records using cloud technology. To do this, they use of Hadoop-based
framework to support distributed medical image processing. For instance, when pro-
cessing an image in Hadoop system, the MapReduce function can implement a set of
popular image processing algorithms. More importantly, they introduce Dynamic
Handover Reduce Function (DHRF) algorithm to improve performance and reach QoS
requirements. As a way of illustration, one can use the proposed framework to perform
basic operations like edge detection and corner detection. The factor that keeps this
proposed method different from others is the ability to build simple and easy-to-use
applications for parallel and distributed image processing. Nevertheless, data security
and patient’s privacy are the significant obstacles to the adoption of this approach.
Additionally, practical and secure image processing algorithms are hard to implement
on Hadoop framework.
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3 Proposed Solution

This section presents the proposed solution to protect the privacy of medical data in
cloud computing. Despite the success of encryption techniques, adopting this approach
involves a set of complex mathematical operations. Such factors inevitably will affect
the performance of cloud services. In this respect, there is a growing interest around the
utilisation of simple and efficient methods that represent a trade-off between perfor-
mance and security. In the light of this fact, we suggest a mechanism based on frag-
mentation to minimize the computations overhead. More specifically, we use Fuzzy
C-Means (FCM) technique to partition medical data into several groups [12]. Addi-
tionally, we introduce the Genetic Algorithm (GA) approach to produce an optimal
solution that satisfies QoS (Quality of Service) demands in the proposed framework.

3.1 An Overview of the Proposed Approach

Segmentation is typically used to enhance image processing. In fact, this process
divides an image into many segments to facilitate further analysis or manipulation.
Recently, segmentation has become a very useful technique with many practical
applications in data protection. In particular, clustering techniques are widely used to
generate groups of features with similar patterns. In this study, we rely on the Fuzzy
C-Means clustering technique to segment the secret image into many regions. Mean-
while, we use a genetic algorithm (GA) to improve the classification accuracy. Besides,
the utilization of GA would reduce the computational complexity of segmentation
process. The combination of GA and FCM (GA-FCM) techniques can lead to a con-
sistent solution to deal with security issues in cloud computing. In this context,
Algorithm 1 presents the pseudo-code of our proposed method [13, 14].

Algorithm 1. Pseudo-code of GA-FCM 
Input: Data Set X = {x1, x2,…, xn} of n object
Output: Clusters Set C={c1, c2,…, ck} of k cluster centers)

1. Set parametres
2. Choose encode method
3. Intilize_population ();
4. While not termination condition do
5. Fitness ();
6. Selection ();
7. Crossover ();
8. Mutation ();
9. End while 
10. Return < C >

Briefly, this concept seeks to support the parallel treatment of images by using
different clouds instead of one. This has a great potential to make a meaningful impact in
the system performance. Furthermore, this approach would undoubtedly reduce security
risks when processing digital records over cloud computing. In other words, we analyze
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each region in a single cloud provider to prevent data disclosure. In fact, each node
processes only a very small part of the original medical image, as illustrated in Fig. 1.

From this perspective, we rely on the input image to produce initial chromosomes.
Afterwards, we use the two important genetic operators (crossover and mutation) to
enhance the quality of the final solution [15]. For that reason, we evaluate the fitness
function to select the best parents in order to create new populations. This procedure is
repeated until we reach the optimal solution, i.g. the segmented image. More specifi-
cally, the GA-FCM method is the process of decomposing the secret image into many
regions, as shown in Fig. 2.

Region 1

Region 2

Region N

Result

Image
Cloud 1

Cloud 2 

Cloud N

GA FCM-

Fig. 1. The principle of the proposed security measure

Initial population of the chromosomes

Fitness function using the FCM Algorithm

Created regions

Selection

Mutation

Crossover

Segmented image

No 
Yes 

Termination condition

Input image

Fig. 2. Simplified flowchart of optimized FCM [16]
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From these considerations, we use Multi-Agent System (MAS) to support dis-
tributed image processing [17]. Therefore, many agents are implemented in each cloud
to process a single region. In other words, we propose a system that performs image
processing through a set of cooperative agents. Therefore, an image analysis can
involve several different tasks that are mapped to components of MAS system.
Functionally, the proposed solution is composed of multiple interacting intelligent
agents running under the control of a system manager. In this concept, each region can
host many local agents to perform a specific operation. The architecture of the proposed
MAS is made up of three layers, namely the Master Manager, the Region Manager and
the Local Agent, as shown in Fig. 3.

In this model, the Master Manager is the core element of the MAS system since it is
designed to control and monitor the entire system. In this case, this module supervises
the Region Manager. Basically, it creates, initializes or eliminates the agents affected to
each region. In the same line, many local agents are created to analyze a single region
and then report the results to the supervisor (Region Manager). Effective collaboration
between the Region Managers is necessary to ensure correct data processing. Practi-
cally, we first use GA-FCM method to produce several regions from the secret image.
Second, Master Manager creates Region Mangers to process each fragment. To this
end, we create a number of Local Agents to perfom a specific task independently. To
sum up, the utilization of GA-FCM algorithm and MAS system offers the possibility to
split an image in such a way that each region is analyzed by a distinct node. At the
same time, we combine the intermediate results to produce the final result. Conse-
quently, the proposed approach is suitable for achieving the security requirements and
the right trade-off between privacy and usability.

Master Manager 

Region Manager Region Manager Region Manager

Local Agent
Local Agent

Local Agent
Local Agent

Local Agent
Local Agent

Local Agent Local Agent Local Agent

Fig. 3. Architecture of the proposed MAS
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3.2 Used Methods

As outlined above, fragmentation is the key concept of our proposed data protection
approach. Surely, it is difficult for a hacker to guess the secret information when data is
divided into many portions. To this objective, we use clustering techniques to segment
an image into predefined number of regions. Specifically, Fuzzy C-Means
(FCM) method is frequently used in image segmentation. Basically, this technique is
based on optimizing an objective function allowing each item to belong to one or more
clusters. The main objective of FCM algorithm is to partition an image into several
groups taking into account the similarity of elements and cluster centers, as illustrated
in the Algorithm 2 [18, 19].

In general, FCM algorithm is a centroid-based method that requires a fixed number
of clusters to group pixels that have similar or nearly similar values into a region,
achieving, thereby, soft segmentation. Although the FCM is easy to implement, per-
formance, initial number of clusters and classification accuracy are the main drawbacks
of this algorithm. From these requirements, an optimization with a genetic algorithm is
an appropriate approach to improve accuracy and performance significantly compared
with classical Fuzzy C-Means algorithms. In fact, genetic algorithms have been shown
to be effective optimization methods due to the fact that they use stochastic principles

On the Security of Medical Image Processing in Cloud Environment 95



which help to achieve the optimal clustering solutions [20]. In this case, chromosomes
represent solutions consisting of centers of a number of clusters. Typically, selection,
reproduction, crossover and mutation operators play important roles in producing better
results [21]. First, we need to generate the initial population by creating initial numbers
of clusters. Second, we use the squared Euclidean distance to evaluate each chromo-
some’s performance. Ideally, this generation process is repeated until all pixels in the
given input image have been allocated to a suitable region. Details on the GA-FCM
method are presented in Fig. 4.

In the segmentation context, this refers to the number of segments in an image.
Basically, these chromosomes are initialized in the range 0 to 255 in the case of 8-bit
gray scale image. Additionally, the fitness function is defined to increase the accuracy
in the image segmentation. In fact, this function establishes the basis for choosing the
chromosomes that will be used in the reproduction process. In the case of RGB color

Fig. 4. The basic fundamentals of the GA-FCM algorithm
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space, we rely on the objective function provided by Bezdek et al. [22, 23]. Therefore,
we use the following formula to determine the fitness function.

Rm ¼
Xn
k¼1

ð
Xc

i¼1

ð Ai � Bkk � vikÞ
1=ð1� mÞÞð1�mÞ

Where

A refers to neighborhood matrix
B represents the difference between images when integrate the background removal
process.

4 Discussion

When examining existing problems with image processing via cloud computing, it is
clear that security and privacy are the main challenges facing this concept. In particular,
privacy concerns represent the major obstacle on the way to the wide adoption of cloud
services in the healthcare domain. In this respect, many efforts have been made to
address security challenges associated with the utilizaton of cloud computing. As our
literature review shows, there are several methods and frameworks to boost image
processing via cloud computing. In this context, homomorphic encryption, Service-
Oriented Architecture (SOA), Secret Share Scheme (SSS) are the most common
privacy-preserving methods for data processing in the cloud environment. However,
these techniques have certain inherent limitations and significant drawbacks that reduce
their effectiveness and utility in their actual implementations. Briefly, homomorphic
encryption algorithms are often more expensive than classical encryption methods, so
that they are not suitable for complex image operations. At the same vein, the uti-
lization of SSS method in cloud requires huge adjustments to the basic method in order
to process encrypted shares. Although it is easy to implement, there are various security
risks associated with SOA technology. Unlike the previous methods, the GA-FCM
approach aims at handling security matters in addition to meeting performance
requirements. In fact, the proposal supports parallel and distributed processing to
improve the response time. The key objective behind this model is to exploite the high
power of multi-CPU platforms in an efficient way [24]. Meanwhile, it uses a frag-
mentation approach to prevent accidental disclosure of private information. Table 1
provides a concise comparison between our proposed solution and previous techniques.

Table 1. Comparison of the related works with the proposed approach

Techniques Confidentiality Performance Simplicity

SOA
p p

Homomorphic
p

SSS
p

GA-FCM
p p p
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5 Conclusion

Cloud model offers the possibility to use off-site imaging tools to process health records
remotely. As for making the transition to the cloud solution, security issues have
seriously intensified the concerns regarding the safety of consumers’ data especially in
the healthcare domain. Normally, encryption techniques are strong enough to suffi-
ciently protect the clients’ data against untrusted cloud providers. For that reason, many
techniques are suggested to deal with data protection compliance matters, including
Homomorphic Encryption (HE), Service-Oriented Architecture (SOA) and Secret
Share Scheme (SSS). The major limitation of these approaches is that the encryption
requires a variety of complex mathematical operations, factors affecting performance in
cloud services. In this respect, we propose a countermeasure based on data fragmen-
tation to secure image processing in the cloud environment. In the proposed concept,
each cloud provider analyzes only a single fragment of a particular health record to
ensure that even in case of a successful attack, it is hard to reveal useful information. In
the light of this fact, we rely on Fuzzy C-Means (FCM) algorithm to perform the
division of a medical image into several regions with similar attributes and features.
This concept is not only useful for image analysis and interpretation, but it is also an
efficient data protection mechanism. Additionally, we use a Genetic Algorithm (GA) to
attain precision and to quickly reach high classification accuracy. To this end, we
evaluate the objective function to generate high-quality solutions that ensure both
performance and security. In future, we intend to implement and evaluate the proposed
GA-FCM algorithm by measuring its running time and the encryption quality.
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Abstract. Cloud computing is a paradigm that provides access to compute
infrastructure on demand by allowing a customer to use virtual machines (VMs)
to solve a given computational problem. Before implementing new applications
running on the cloud, it is often useful to estimate the performance/cost of
various implementations. In this paper we will compare different scenarios of
collaborative intrusion detection systems that we have proposed already in a
previous paper. This study is done using CloudAnalyst which is developed to
simulate large-scale Cloud applications in order to study the behavior of such
applications under various deployment configurations [11]. The simulation is
done taking into consideration several parameters such as the data processing
time, the response time, user hourly average, the request servicing time, the total
data transfer and virtual machines costs. The obtained results are analyzed and
compared in order to choose the most efficient implementation in terms of
response time and the previous parameters. We will go into the details of the
IDS (intrusion detection system) database by performing a statistical analysis of
KDD dataset using the Weka tool to extract the most relevant attributes. For that
we will briefly survey recent researches and proposals regarding the study and
analysis of KDD dataset then we give an overview about the KDD dataset which
is wildly used in anomaly detection, we also proceed to the analysis of KDD
using Weka by executing a set of algorithms such as CfsSubsetEval and J48 in
order to deduct the combinations of attributes that are relevant in the detection of
attacks.

Keywords: IDS � HIDS � NIDS � Cloud computing � Performance analysis
CloudAnalyst � CloudSim

1 Introduction

Cloud computing is a new data hosting technology that stands today as a satisfactory
answer to the problem of data storage and computing. It can provide processing and
accommodation of digital information via a fully outsourced infrastructure allowing
users to benefit from many online services without having to worry about the technical
aspects of their uses. Cloud computing appears as a tremendous opportunity for
companies but logically raises the question of the security of data when they are hosted
by a third party [1].
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The increasingly frequent use of Cloud Computing created new security risks.
Thereby increasing the interest of hackers to find new vulnerabilities and exposing
users to see their data compromised. We have already dealt with the problem of data
security in Cloud computing and proposed two architectures of collaborative intrusion
detection systems for the cloud [1], in this paper we will provide an evaluation of each
implementation taking into account different parameters like the data processing time,
the response time, load balancing, number of users and data centers and the number of
resources in each data center in order to provide the cloud providers and users infor-
mation on costs and performance of the different architectures of intrusion detection.
We will then proceed to the analysis of the intrusion data base using the Weka tool, the
objective is to determine the most relevant features for the detection of attacks by
running different algorithms on KDD database.

2 Related Works

In the “Advanced IDS Management Architecture” [2] the authors proposed an IDS
which uses an Event Gatherer combined with the Virtual Machine Monitor (VMM).
This IDS is composed of many sensors and a central management unit. The Event
Gatherer plugin plays the role of Handler, sender, and receiver in order to provide an
integration of different sensors. This architecture uses the IDMEF (Intrusion Detection
Message Exchange Format). An interface is designed to expose the result reports for
users.

The multilevel IDS concept is proposed by Kuzhalisai and Gayathri [3] which deals
with effective use of system of resources. The proposed system binds user in different
security groups based on degree of anomaly called anomaly level. It consists of AAA
module which is responsible for authentication, authorization and accounting. When
user tries to access the cloud the AAA checks the authentication of the user and based
on it, it gets the recently updated anomaly level. Security is divided into three levels:
high, medium and low.

Gul and Hussain [4] have proposed a multi-threaded NIDS designed to work in
distributed cloud environment. This multi-threaded NIDS contains three modules:
capture and queuing module, analysis/processing module and reporting module. The
capture module is responsible of reading the network packets and sending them to the
shared queue for analysis.

In [5] the authors proposed a framework that integrates a network intrusion
detection system (NIDS) in the Cloud. The proposed NIDS module consists of Snort
and signature apriori algorithm that is capable of generating new rules from captured
packets. The new rules are added to the Snort configuration file.

In [7] the authors proposed an improved Hybrid IDS. The Improved hybrid IDS is
combination of anomaly based detection and honey pot technology with KFSensor and
Flowmatrix. The Honey pot is used to attract more and more attackers, the detection
obtained can be used to create new signatures and update the database. Finally anomaly
can be used to detect unknown attack in the whole network.

The Cloud Detection and Prevention System (CIDPS) architecture [8] is illustrated
and presented as a workflow scenario. Sensor inputs or alerts generated while
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monitoring network, host, platform and applications together with the latest CIDPS
challenges and enterprise CIDPS policies and their updates, drive through the CIDPS
Trust Management system to be analyzed. Inference Engine (IE) is the logical and main
part of IDE.

In CIDS architecture [9] each node has its own analyzer and detector components
that are connected to the behavior and knowledge based databases. The individual
analysis reduces the complexity and the volume of exchanged data, but at the expense
of the node processing overhead. This framework contains CIDS components, cloud
system components and NIDS components.

3 Synthesis of Various Architectures of IDS in the Cloud

In this section we provide our Synthesis about the various architectures of IDS in the
Cloud Computing based on a set of parameters such as the type of the architecture, The
ability to detect unknown attacks, The ability to analyze the content of encrypted
streams, the ability to encrypt exchanged alerts and the ability to diffuse the detected
attacks. Table 1 is a comparative table that presents the different architectures of
intrusion detection systems.

4 Smart Intrusion Detection Model for Cloud Computing

This section describes two architectural scenarios of intrusion detection systems pro-
posed in the previous paper and are: the distributed intrusion detection architecture and
centralized intrusion detection architecture.

Table 1. Synthesis of various IDS architectures in cloud computing.

Features IDS
Advanced IDS
management
architecture

Cloud
intrusion
detection
system

Cloud
detection and
prevention
system

Improved
hybrid
IDS

Type Collaborative Collaborative Intelligent Intelligent
The ability to detect
unknown attacks

No No Could be Could be

The ability to analyze
the content of
encrypted streams

Yes Yes No Yes

Encrypting exchanged
alerts

No No No No

Diffusion of detected
attacks

No Using alert
system
message

No No
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A. Distributed intrusion detection architecture

The first solution proposed is to set up a distributed intrusion detection architecture in
which each HIDS communicate by exchanging IDMEF [10] alerts describing the
detected attacks, each HIDS has its own database and is equipped with mining and
machine learning module to detect unknown attacks. Using this approach if an intru-
sion is detected by a SHIDS, it will be communicated to all other SHIDS to update their
database as shown in Fig. 1.

B. Centralized intrusion detection architecture

The second scenario is based on a centralized IDS architecture (Fig. 2) that is based on
the principle of collaboration between many SHIDS deployed on the different virtual
machines (assuming that we have n virtual machines VM1, VM2 …. VMn and m
Physical machines PM1, PM2…. PMm with m # n) in the cloud to detect and protect
against attacks targeting applications running on these virtual machines, this approach
provides many benefits in terms of portability and costs. The concept of this model is
that the different SHIDSs are placed in each VM and cooperate with each other by
exchanging alerts about detected intrusions. In our model there is a central agent that is
responsible for the reception of notifications from the other SHIDS as well as writing
and reading from a central database in order to synchronize the local database of each
SHIDS.

In this approach the different SHIDS are synchronized and each detected attack is
communicated to other neighbors by the central agent. The model is improved by using
the data mining and machine learning techniques to detect unknown attacks.

Fig. 1. Centralized intrusion detection architecture
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5 Implementation of the Central Virtual Machine

In this section we will see the various implementations of the centralized IDS archi-
tecture mentioned earlier, taking into account the various parameters such as the data
processing time, the response time, load balancing, number of users and data centers
and the number of resources in each data center.

In order to represent the interesting implementations, we use the following tree
where the abbreviation “MLP” means machine learning processing, “KB” used for
knowledge base and “MLP + KB” refers to machine learning processing and knowl-
edge base (Fig. 3).

Some implementations can be eliminated others can be kept for simulation:

Case 1: Central virtual machine with machine learning processing and virtual
machines with data base knowledge only can be eliminated because this type of
implementation generates large network traffic and can cause the saturation of the
bandwidth.
Case 2: Central virtual machine with machine learning processing and virtual
machines with machine learning can be eliminated since it causes a redundancy
because we use the same algorithm for machine learning and in this case there is no
knowledge database to store the new detected attacks.

Fig. 2. Centralized intrusion detection architecture
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Case 3: Central virtual machine with machine learning processing and virtual
machines with machine learning, it is evident that there is a redundancy since we
use the same algorithm in the central VM and in the other VM in addition There
will be an overload in treatments since the same processing will be executed in the
central VM and in the other VM.
Case 4: Central VM with KB and learning processing and VM without knowledge
base and without machine learning can be kept for simulation. We call it imple-
mentation 1 (I1).
Case 5: Central VM with knowledge base and without machine learning processing
and VMs with machine learning processing can be kept for simulation. We call it
implementation 2 (I2).
Case 6: Central VM with KB and without learning processing and VM with
knowledge base and machine learning can be kept for simulation. In this case the
database is duplicated in the central VM and other VMs, this can be very helpful in
case of damage of the knowledge database. We call it implementation 3 (I3).
Case 7: Central VM with knowledge base and machine learning processing and
VMs with knowledge base can be kept for simulation. We call it implementation 4
(I4).
Case 8: Central VM with machine learning processing and virtual machines with
knowledge database and machine learning processing can be eliminated because we
use the same algorithm in the central VM and in the other VM in addition there will
be an overload in treatments.
Case 9: Central VM with knowledge database and virtual machine with knowledge
database is eliminated because it does not represent smart IDS since there is no
machine learning processing
Case 10: Central VM with knowledge database and machine learning processing
and virtual machines with machine learning processing is eliminated because there
is a redundancy in processing.

Fig. 3. Implementations of the central virtual machine
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A. Central virtual machine integrating a central knowledge database
The central agent is a virtual machine responsible for synchronization and updating of
all other SHIDS. In this case the central virtual machine is equipped with a knowledge
base and no machine processing so that the other virtual machines integrate machine
learning and when a new signature is detected it is automatically sent the knowledge
database in the central virtual machine to be stored. If one of the virtual machine
receives an attack that is not recognized it asks the knowledge database (Fig. 4).

B. Central virtual machine with machine learning engine and integrating
knowledge database

In this case the central virtual machine is equipped with a knowledge base and a
machine processing so that the other virtual machines don’t integrate any machine
learning processing because this will weigh down performance. When a new signature
doesn’t have a matching in the SHIDS of the virtual machine so the signature is
automatically sent in an IDMEF format to the central agent, the machine learning is
applied on this signature and if an attack is detected it will be stored in the central
knowledge database (Fig. 5).

Fig. 4. Central virtual machine integrating a knowledge database

Fig. 5. Central virtual machine integrating a knowledge database and machine learning
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C. Central virtual machine with machine learning engine and without knowledge
database

In this case the central virtual machine contains a machine learning engine to detect
new attacks and no central database. So when the SHIDS of each VM receives an
unknown signature it will be sent via logging and alert system to the central agent to
perform machine learning processing and if an attack is detected it will be stored on the
knowledge database of each VM.

6 Implementation of the Client Virtual Machine

A. Client virtual machine with machine learning engine and knowledge database
This is a possible scenario of virtual machine in the centralized architecture. In this case
the client virtual machine is equipped with a SHIDS with a machine learning engine
and without knowledge database (Fig. 7).

B. Client virtual machine without machine learning engine and integrating a
knowledge database

This is the second possible scenario of the client virtual machine in the centralized
architecture. In this case the virtual machine is equipped only with a SHIDS without
any machine learning processing and with knowledge database (Fig. 8).

Fig. 6. Central virtual machine without a knowledge database and with machine learning

Fig. 7. Client virtual machine with machine learning and no knowledge database
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C. Client Virtual machine without machine learning engine and no knowledge
database

This is the third possible scenario of the client virtual machine in the centralized
architecture. In this case the virtual machine is equipped only with a SHIDS without
any machine learning processing and without a knowledge database (Fig. 9).

7 Simulation Tools

In this section we focus on the different tools used in the simulation of the different
implementation scenarios. We detail the two famous tools CloudAnalyst and
CloudSim.

A. CloudAnalyst
To allow control and repeatability of experiments, some simulators such as CloudSim
and CloudAnalyst are used. Simulation experiments apply models of both applications
and infrastructures [11].

CloudAnalyst is a tool developed in java to simulate large-scale Cloud application, it
allows to perform simulations based on different parameters such as the geographic
location of users, the number of and data centers and users, the location of data centers and
computing resources in each data center and gives information about requests processing
time, Datacenter processing time, Total data transfer and others metrics. The results are

Fig. 8. Client virtual machine without machine learning and integrating a knowledge database

Fig. 9. Client virtual machine without machine learning and no knowledge database
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presented in tables and charts which helps in identifying the important patterns of the
output parameters and helps in comparisons between related parameters [12].

We used the CloudAnalyst simulator to model the different scenarios of intrusion
detection architecture in the Cloud, analyze the results and choose the best one. The
architecture of CloudAnast is presented in the Fig. 10.

B. CloudSim

CloudSim is a framework used to model and simulate the environment of Cloud
computing and its services, was realized in Java. CloudSim supports modeling and
simulation of the cloud-based Datacenter environment, such as management interfaces
dedicated to VMs, memory, storage, and bandwidth.

8 Simulation of the Different Scenarios

A. Configuration of the simulation
We used CloudAnalyst to perform the simulation and define the various simulation
parameters. The main Configurable parameters are:

– User bases: defines the users of the cloud applications, their geographic distribution,
the number of users, the frequency of usage and the pattern of usage such as peak
hours.

– Data Centers: define the data centers used in the simulation. Including hardware and
software features.

– Internet Characteristics: Review and adjust the network latency and bandwidth
matrices.

For the experiment we create one user base corresponding to a region of the world.

Fig. 10. CloudAnalyst architecture [12]
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B. Simulating the distributed intrusion detection architecture
In this section we simulate the distributed intrusion detection architecture. The dis-
tributed intrusion detection architecture is similar to a network in which each node
relays data for the network. All nodes cooperate in the distribution of data in the
network. Each terminal is connected to all the others. The disadvantage is that the
number of connections required becomes very high when the number of terminals
increases. the number of requests sent by one virtual machine in one hour is
24 * 3600 = 86400 requests.

We suppose that each VM has a machine learning engine and a knowledge data-
base and we use the algorithm EFRID (Evolving Fuzzy Rules for Intrusion Detection)
proposed by Gomez and Dasgupta [16] which achieves an overall true positive rate of
95% so the number of requests (packets containing intrusions) will be (86400 * 95)/
100 = 82080.

In this scenario we have created three datacenters with one virtual machine (20 Go
of RAM) in each datacenter to receive alerts from the users, in this case all alerts from
the different users in the world are processed by the different virtual machines in the
three datacenters. The data center 1 is created in region 0; the data center 2 is created in
region 1 and the data center 3 in region 2. We used Linux as the operating system in
these data centers and Xen as hypervisor as shown in Fig. 6. The memory capacity in
DC1, the storage capacity is 100 GB.

C. Simulating the centralized intrusion detection architecture
In this section we simulate the centralized architecture scenario in which the central
virtual machine performs machine learning processing and contains the knowledge
database used to store detected attacks using machine learning. The other virtual
machines hosting cloud applications will not perform machine learning processing in
order to avoid further treatment and do not contain any knowledge database.

To perform the simulation of the centralized architecture, we have created a single
datacenter with one virtual machine (20 Go of RAM) that is considered as central IDS
with knowledge base and machine learning processing, it receives all alerts from the
other VMS, in this case all alerts are processed by this single data center containing the
central IDS. The data center is created in region 0, we used Linux as the operating
system in this data center and Xen as hypervisor. The memory capacity in DC1 is 20
Go and the storage capacity is 100 GB (Fig. 7).

In the case of the central architecture we suppose that we have 1 virtual machines in
the physical server server1, the machine is hosting a cloud service and containing a
smart host based intrusion detection system to detect attacks targeting that VM.
The VM in this experiment has a size of 100 MB, 20 GB of RAM memory and 10 MB
of available bandwidth.

In this demonstration we consider users belonging to different regions as machines
on which the HIDS are implemented because what interests us is the exchanged traffic
and response time and we set the data size per request to 3632 octets which corresponds
to the size of the IDMEF alert sent to the central IDS.

For simplicity each user base is contained within a single time zone and let us
suppose that most users use the application for 12 h. We assume that 5% of the
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registered users will be online during the peak time simultaneously and only one tenth
of that number during the off-peak hours.

We also assume that each user makes a new request every 5 min when online. We
suppose that we have 24 requests per second (in case of HTTP) [15] so in 1 h we have
24 * 3600 = 86400 requests per hour and for a better estimation it is assumed that
100% of received requests contain intrusions.

We suppose that we use the algorithm EFRID (Evolving Fuzzy Rules for Intrusion
Detection) proposed by Gomez and Dasgupta [16] which achieves an overall true
positive rate of 95%. We suppose that we have 24 requests per second (in case of
HTTP) so in 1 h we have 24 * 3600 = 86400 [15] and for a better estimation it is
assumed that 100% of received requests contain intrusions, using this algorithm the
number of possible detected attack will be 24 * 3600 = (86400 * 95)/100 = 82080.
There are 82486 that will be sent the central VM to update the knowledge base.

9 Interpretation and Synthesis

In this section, we will provide a comparative study of the five measurement criteria
presented in the table above. Our goal is to determine the performance of each intrusion
detection scenario. The Table 2 shows the comparison of the results of five measure-
ment criteria (overall response time, datacenter processing time, user base hourly
average, the request servicing time, total data transfer and VMs costs) after simulating
the centralized and distributed architectures. To have a clear table we use the following
abbreviations for the five measurement criteria:

C1 = Overall response time in millisecond (ms) which is the total amount of time it
takes to respond to a request, C2 = Datacenter processing time in millisecond (ms),
C3 = user base hourly average, C4 = the request servicing time in millisecond (ms),
C5 = Total data transfer and C6 = VMs costs.

A. Overall response time
In the first measurement criteria, the overall response time value in the first centralized
architecture is less than the one in the second centralized architecture. To clarify, in the
centralized architecture, the SHIDSs placed in each VM have a machine learning
engine, they corporate and exchange alerts for each detected intrusion with each other
and with the central agent containing the central knowledge base that is responsible for

Table 2. Comparative table

Implementations Criteria
C1 (ms) C2 (ms) C3 (hours) C4 (ms) C5 ($) C6 ($)

I1 298.10 5.06 <2 5.062 1029.92 0.1
I2 600.97 17.13 <2 28.02 639.45 0.6
I3 700.10 12.05 <2 35.062 300.92 0.8
I4 300.97 6.13 <2 12.03 1340.45 0.3
I5 300.44 17.05 >5 51.7 16195.42 1
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many tasks, such as the reception of notifications from other SHIDS as well as writing
and reading from the central database since the other VMs don’t have a knowledge
database so they are forced to ask the central base. These treatments consume band-
width resources and increase the datacenter response time. That’s what makes the
difference between the centralized architecture and the distributed architecture; where
all of these treatments are implanted into each VM.

B. Datacenter processing time
In the first centralized architecture, the alerts exchanging and machine learning treat-
ments are centralized in the central agent and not in each VM (as in the second cen-
tralized and distributed architecture). This will allow the data center to save resources
used to accomplish these treatments in terms of memory and CPU. This is why the
datacenter processing time in the first and fourth centralized architecture is lower than
the one in the in the second and third centralized scenario the distributed scenario.

C. The request servicing time
The request servicing time of the first centralized scenario is 5.06 which is lower than
the second scenario of the centralized architecture which is 17.13 ms this is because
each VM performs the machine learning treatment on only received packets and this is
consuming in term of memory and CPU. In the 3th scenario (35.062 ms) the request
servicing time is higher than in the 4th scenario because the machine learning treatment
is done in each VM hosting cloud services however in the 4th scenario all treatment are
done only one time and one central VM the other VMs will only send packets to this
central VM for processing.

D. Total data transfer and VMs costs
The data transfer cost of the first and fourth centralized scenario is respectively 1029.92
and 1340 ms which is higher than the one in the second and third centralized scenario.
Because in the second and centralized the exchange is done twice: during the detection
of the vulnerabilities and sending them to the central node and also during the inter-
rogation of the central database for update.

Regarding the transfer and VMs costs results we find it normal in the two cen-
tralized scenarios since all the communications are done with only one host that is the
central VM, however in the distributed architecture all VM communicates with each
other is why the cost is very high.

To be more precise and to give a simulation that is very close to the reality we carry
out the simulation for different number of virtual machines ranging from 25 to 100 and
we try to give a synthesis (Table 3). Since the processing time is the most important
criteria for the simulation, the simulations are performed and the tracing time is
compared for each scenario.

We use the term scenario which refers to an implementation with a varied number
of virtual machines (scenario 1 for the implementation 1, scenario 2 for the imple-
mentation 2…), the time is in milliseconds.

We translate the Table 3 into a graphic chart to better see the most suitable scenario
and the least expensive in terms of processing time as shown in Fig. 11. From the
charter presented in Fig. 11 we can deduce that the scenario 1 is the best scenario in
terms of time processing.
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Table 3. Comparative table of the overall response time (C1) for the different scenarios

Number of VM/Scenarios 100 75 50 25 10 5

Scenario 1 298.10 260.25 220.08 140.78 58.22 30.17
Scenario 2 600.97 420.96 380.00 215.78 140 94.56
Scenario 3 700.10 480.23 396.10 232.23 164.12 113.0
Scenario 4 300.97 286.15 227.25 149.02 75.80 40.17
Scenario 5 300.44 284.15 270.10 200.24 140. 90.52

Fig. 11. Simulation of the different scenarios using various numbers of virtual machines
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10 Analysis of KDD Dataset for Intrusion Detection

Before applying machine learning in our IDS architecture we must select the data that
represents the input for the algorithm. In this section we will perform an analysis of the
KDD intrusion dataset. The KDD’99 dataset contains TCP connection descriptions,
including 41 parameters per connection based on the DARPA 1998 dataset. We will
present the KDD dataset then we proceed to a statistical analysis of the 41 features of
KDD using Weka to deduce the impact of each characteristic in the detection of
intrusions, we also perform advanced analysis using the same tool.

Several types of analysis have been carried out by many researchers on the KDD
dataset employing different techniques and tools with a universal objective to develop
an effective intrusion detection system. Most of the researches that have been done
focus on the algorithms in Weka in order to check their performance and test their
accuracy and not for detecting, but do not focus on the identification of the most
influential features, indeed our objective will be the detection of the most influential
features and combination of attributes that can cause attacks.

A detailed analysis on the KDD data set using various machine learning techniques
available in the WEKA is done by Revathi and Malathi [17], they deduce that using all
the 41 features in the dataset to evaluate the intrusive pattern can reduce performance
and they exploit the CFS subset to reduce the dimensionality of the dataset and then
execute various classification algorithm for KDD with and without feature reduction
and conclude that the Random Forest algorithm provides a high accuracy compared to
the other algorithms. K-means clustering algorithm uses the KDD data set [18] to train
and test various existing and new attacks. Ammar and Al-Shalfan [19] present the
application of a distinctive feature selection method based on neural networks to the
problem of intrusion detection, in order to determine the most relevant network features
and they keep only the most influential 12 features Which respectively correspond to
src_bytes, dst_bytes, hot, root_shell, is_guest_login, Count, srv_count, dst_host_count,
dst_host_same_srv_rate, dst_host_same_port_rate, dst_host_error_rate and dst_host
_srv_error_rate. They introduce the features that need to be ranked as inputs of a
feed-forward neural network (with a single hidden layer) used as a classifier that
distinguishes attacks from normal traffic. This paper does not provide a ranking of all
features of the KDD database but only the 6 most persistent features.

Authors in [20] an analysis of the KDD data set is made by using various clustering
algorithms available in the WEKA data mining tool, this paper uses the KDD data set
to reveal the most vulnerable protocol that is frequently used by intruders to launch
network based intrusions

A. Overveiw about KDD dataset
Since 1999, KDD’99 [21] has been the most wildly used data set for the evaluation of
anomaly detection methods. This data set is prepared by Stolfo et al. [22] and is built
based on the data captured in DARPA’98 IDS evaluation program [23]. DARPA’98 is
about 4 gigabytes of compressed raw (binary) tcpdump data of network traffic, which
can be processed into about 5 million connection records, each with about 100 bytes.
The two weeks of test data have around 2 million connection records. KDD training
dataset consists of approximately 4,900,000 single connection vectors each of which
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contains 41 features and is labeled as either normal or an attack [21], with exactly one
specific attack type. The simulated attacks fall in one of the following four categories:

– Denial of Service Attack (DoS): is an attack in which the attacker makes some
computing or memory resource too busy or too full to handle legitimate requests, or
denies legitimate users access to a machine.

– User to Root Attack (U2R): is a class of exploit in which the attacker starts out with
access to a normal user account on the system (perhaps gained by sniffing pass-
words, a dictionary attack, or social engineering) and is able to exploit some vul-
nerability to gain root access to the system.

– Remote to Local Attack (R2L): occurs when an attacker who has the ability to send
packets to a machine over a network but who does not have an account on that
machine exploits some vulnerability to gain local access as a user of that machine.

– Probing Attack: is an attempt to gather information about a network of computers
for the apparent purpose of circumventing its security controls. Each connection
record contains 41 input features, 34 continuous- and 7 discrete- valued, grouped
into basic features and higher-level features. Table 4 gives the classification of 22
attacks by categories.

Table 4. Classification of 22 types of attacks by category [24]

Attack Category

smurf. DOS
neptune. DOS
back DOS
teardrop. DOS
pod. DOS
land. DOS
normal. normam
satan probe
ipsweep probe
portsweep probe
nmap probe
warezclient R2L
guess_passwd. R2L
warezmaster R2L
imap R2L
ftp_write R2L
multihop R2L
phf R2L
spy R2L
buffer_overflow R2L
rootkit R2L
loadmodule R2L
perl R2L
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The Table 4 presents the category to which each attack belongs. A complete
description of the all the features defined for the connection records is given in
Tables 5, 6 and 7.

The Table 5 shows the basic features in KDD dataset, their descriptions and their
types (continuous or discrete).

Table 7 show the features called content features; those are the attributes that look
for suspicious behavior in the data portions, such as the number of failed login attempt
[25].

Table 5. Basic features of individual TCP connections [25].

Feature name Description Type

Duration Length (number of seconds) of the connection Continuous
protocol_type Type of the protocol, e.g. tcp, udp, etc. Discrete
Service Network service on the destination, e.g., http, telnet, etc. Discrete
src_bytes Number of data bytes from source to destination Continuous
dst_bytes Number of data bytes from destination to source Continuous
flag Normal or error status of the connection Discrete
land 1 if connection is from/to the same host/port; 0 otherwise Discrete
wrong_fragment Number of “wrong’’ fragments Continuous
urgent Number of urgent packets Continuous

Table 6. Content features within a connection suggested by domain knowledge [25].

Feature name Description Type

hot Number of “hot” indicators Continuous
num_failed_logins Number of failed login attempts Continuous
logged_in 1 if successfully logged in; 0 otherwise Discrete
num_compromised Number of “compromised” conditions Continuous
root_shell 1 if root shell is obtained; 0 otherwise Discrete
su_attempted 1 if “su root” command attempted; 0 otherwise Discrete
num_root Number of “root” accesses Continuous
num_file_creations Number of file creation operations Continuous
num_shells Number of shell prompts Continuous
num_access_files Number of operations on access control files Continuous
num_outbound_cmds Number of outbound commands in an ftp session Continuous
is_hot_login 1 if the login belongs to the “hot” list; 0 otherwise Discrete
is_guest_login 1 if the login is a “guest” login; 0 otherwise Discrete
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B. Extraction of the most relevant features in KDD dataset
The information gain is employed in [24] to determine the most discriminating features
for each class. Results are presented in terms of the classes that achieved good levels of
discrimination from others in the training set and the analysis of feature relevancy in the
training set.

The information gain of an attribute tells us how much information with respect to
the classification target the attribute gives you. That is, it measures the difference in
information between the cases where you know the value of the attribute and where
you don’t know the value of the attribute. A common measure for the information is
Shannon entropy, although any measure that allows to quantify the information content
of a message will do. So the information gain depends on two things: how much
information was available before knowing the attribute value, and how much was
available after. For example, if your data contains only one class, you already know
what the class is without having seen any attribute values and the information gain will
always be 0.

Table 8 details the most relevant features for each class and provides the corre-
sponding information gain measures. We deduce that the source and destination bytes
are the most discriminating feature. This is expected for denial of service and probe
category attacks where the nature of the attack involves very short or very long con-
nections. However for content based attacks (such as ftp_write back and phf) basing the
decision on a feature that is unrelated with content will lead to unjustified detection of
an attack. Furthermore, as expected, feature 7, which is related to land attack, is
selected as the most discriminating feature for land class [24].

Table 7. Traffic features computed using a two-second time window [25].

Feature name Description Type

count Number of connections to the same host as the current
connection in the past two seconds

Continuous

Note: The following features refer to these same-host
connections

serror_rate % of connections that have “SYN” errors Continuous
rerror_rate % of connections that have “REJ” errors Continuous
same_srv_rate % of connections to the same service Continuous
diff_srv_rate % of connections to different services Continuous
srv_count Number of connections to the same service as the

current connection in the past two seconds
Continuous

Note: The following features refer to these same-
service connections

srv_serror_rate % of connections that have “SYN” errors Continuous
srv_rerror_rate % of connections that have “REJ” errors Continuous
srv_diff_host_r ate % of connections to different hosts Continuous
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From this table we can see that the src_bytes which represents the number of data
bytes from source to destination, has a great influence on the detection of smurf attacks
and if the src_bytes is very high it can cause this type of attacks because the victim
machine cannot support more traffic.

The Neptune that is a denial of service on one or more ports is mainly caused by the
diff_srv_rate which represents the number of connections to different services, when
this value increases it may produce Neptune attacks.

The attack Ipsweep occurs when one source IP address sends a defined number of
ICMP packets sent to different hosts within a defined interval (5000 microseconds is
the default) The purpose of this attack is to send ICMP packets, typically echo requests
to various hosts in the hopes that at least one replies, thus uncovering an address to
target [26]. So it makes sense that this attack depends heavily o the feature
srv_diff_host_rate wich is the number of connections to different hosts, because if a
remote host sends ICMP traffic to 10 addresses in 0.005 s (5000 microseconds), then
the device flags this as an address sweep attack.

The portsweep is act of systematically scanning the ports on one or more com-
puters. Attackers often use this technique to find weakened access points to break into

Table 8. The most relevant features for each class of attack [24].

Class Info gain Feature number Feature name

Smurf 0.9859 5 src_bytes
Neptune 0.7429 30 diff_srv_rate
normal 0.6439 5 src_bytes
back 0.0411 6 dst_bytes
satan 0.0257 27 rerror_rate
ipsweep 0.0222 37 srv_diff_host_rate
teardrop 0.0206 5 src_bytes
warezclient 0.0176 5 src_bytes
portsweep 0.0163 4 flag
pod 0.0065 5 src_bytes
nmap 0.0024 4 flag
Guess_passwd 0.0015 5 src_bytes
Buffer_overflow 0.0007 6 dst_bytes
land 0.0007 7 land
warezmaster 0.0006 6 dst_bytes
imap 0.0003 3 service
loadmodule 0.0002 6 dst_bytes
rootkit 0.0002 5 src_bytes
perl 0.0001 16 root
ftp_write 0.0001 5 src_bytes
phf 0.0001 6 dst_bytes
multihop 0.0001 6 dst_bytes
spy 0.0001 39 srv_serror_rate
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computer systems this attack depends heavily of the feature flag since if many ports are
used or scanned by the same source the flag will give an error status.

The Buffer Overflow attack occurs when a program or process attempts to write
more data to a fixed length block of memory it depends on the feature dst_bytes that is
the number of data bytes from destination to source, because when this later is very
high than the normal it can cause Buffer Overflow attack.

The Warezmaster attack exploits a system bug associated with a file transfer pro-
tocol (FTP) server. This attack takes place when an FTP server has, by mistake, given
write permissions to users on the system. This aatcks depends on the dst_bytes feature,
based on Sabhnani and Serpen [27] if large amount of data has beentransferred from
the source with no data received from destination(victim) machine (destina-
tion_bytes = 0 bytes) then this attack can occur.

An IMAP Injection makes it possible to access a mail server which otherwise
would not be directly accessible from the Internet [28], this attack is always related to
the protocol used that’s why feature ‘service’ is relevant.

Loadmodule attack is a User to Root attack against SunOS 4.1 systems that use the
xnews window system [29]. Because of a bug in the way the loadmodule program
sanitizes its environment, unauthorized users can gain root access on the local machine.
Sulaiman and Bakar in the Rough set Significant Reduction say that if dst_bytes is
between 186 and 1696 this can cause a loadmudule attack.

Perl attack which sets the user id to root in a perl script and creates a root shell phf
R2L Exploitable CGI script which allows a client to execute arbitrary commands [30],
if this attack is detected the feature ‘root’ has a value equals to 1.

C. Analysis of kdd dataset using Weka
In this section we analyze the KDD intrusion database (kddcup.data_10_percent.zip)
which contains 494,020 records. This analysis is done using WEKA. The Weka
workspace which contains a collection of visualization tools and algorithms for data
analysis and predictive modeling, combined with a graphical interface for easy access
to its features. To be able to analyze the KDD database it is necessary to convert the file
csv an arff so that it can be read by Weka. Once the file opened in WEKA we get
information about the KDD dataset as shown in the Fig. 12.

We also execute the CfsSubsetEval algorithm, it is a supervised filter of attributes
that can be used to select attributes. CfsSubsetEval Evaluates the worth of a subset of
attributes by considering the individual predictive ability of each feature along with the

Fig. 12. General information about the KDD dataset
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degree of redundancy between them. The result of the CfsSubsetEval algorithm is
shown in Fig. 13. From this figure we can conclude that most of attacks come from
ICMP protocol since it has the bigger weight followed by UDP and TCP.

Fig. 13. The results of the execution CfsSubsetEval algorithm on KDD dataset

Fig. 14. Part of the results of the execution of J48 algorithm on KDD dataset
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We execute the J48 algorithm on KDD dataset to have a decision-tree-based
method, the objective of this type of method is to construct a ranking function that can
be represented by a tree that is built starting from the root and going towards the leaves.
It allows us to know which combination of attributes allows to have what type of
attack. A part of the result is shown in Fig. 14.

The inputs for the algorithms are the KDD file, the percentage of split is used to
split the input dataset in two parts: training set (containing 66% of cases) and test set
containing the rest of the dataset. The Fig. 15 shows the summary of the execution of
the J48 algorithm using a percentage of split equals to 80%, and Fig. 16 shows the
summary of the execution of the J48 algorithm using a percentage of split equals to
60%. from the two Figs. 15 and 16 we see that even if we change the percentage of
split the number of Leaves and the size of the tree do not change and are always 711
and 833 respectively however the only thing that changes is the error rate we note that
this error rate is smaller in the case of the execution of J48 with a percentage of split
equals to 80 because we use a large amount of data for learning, which is not the case
with a percentage of split equals to 60%.

Fig. 15. Execution of the J48 algorithm using a percentage of split equals to 80%
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11 Conclusion

At the beginning of this paper we presented the different scenarios of intrusion
detection system in the Cloud Computing, proposed the different architectures and
implementation of the smart intrusion detection systems. We presented CloudAnalyst
used to perform the simulation then described various architectural scenarios of
intrusion detection systems then, we performed a simulation of the different scenarios
based on various criteria such as the overall response time, datacenter processing time,
user base hourly average, the request servicing time, total data transfer and VMs costs.
After that we provided a comparative study and an interpretation of the simulation
results of the centralized and distributed intrusion detection architectures. We con-
cluded that the scenario 1 that refers to the central VM with knowledge database and
machine learning processing and VM without knowledge base and without machine
learning is the best scenario in terms of response time.

Finally we gave an overview about the KDD dataset, the different features con-
stituting the dataset and the different types of intrusion contained in the KDD. To
deduce the most perceptual features for intrusion detection we performed an analysis of
10% KDD dataset, this training dataset consisted of 494,021 records. This analysis is
done based on Weka and using the different algorithms such as J48 and CfsSubsetEval.
The obtained results were explained and argued.

The future work is to use the result of this analysis in order to choose the relevant
attributes as an input in the deep/machine learning algorithms in order to optimize the
processing time and build an efficient smart intrusion detection system.

Fig. 16. Execution of the J48 algorithm using a percentage of split equals to 60%
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Abstract. With the raised and extensive use of online data, the notion
of big data has been widely studied in the literature recently. In fact, a
big quantity of sensitive personal information could be contained in high
dimensional data bases. This data needs to be sanitized before publish-
ing. In this context, many ways were proposed in order to ensure privacy
in big data including pseudonymization, cryptographic and anonymiza-
tion techniques. T -closeness has been studied and treated with great
interest as an anonymization technique ensuring privacy in big data when
dealing with sensitive attributes. Although, t-closeness could be applied
when treating quasi identifier attributes, but it is more suitable for sensi-
tive attributes. Despite the fact that many algorithms for t-closeness have
been proposed, many of them admit that the threshold t of t-closeness is
set to a fixed value. In this chapter, a method using t-closeness for multi-
ple sensitive numerical (MSN) attributes is presented. The method could
be applied on both single and multiple sensitive numerical attributes. In
the case where the data set contains attributes with high correlation,
then our method will be applied only on one numerical attribute. In
addition, a new algorithm called variable t-closeness for multiple sen-
sitive numerical attributes was implemented. Our algorithm gives good
results in terms of data anonymization and was experimentally evaluated
on a test table. Furthermore, we highlighted all the steps of our proposed
algorithm with detailed comments.

1 Introduction

With the rapid development of computer technology, big data has gained momen-
tum in recent years in scientific and industrial domains such as telecommuni-
cation operation, healthcare and so on [21]. The importance of data sharing is
gradually arising which contains records related to individuals. However, pub-
lished data generally contains personal information that could be sensitive. The
disclosure of such sensitive information violates the individual privacy [11,20].
So, privacy is considered as one of the most interesting fields in big data appli-
cations. In order to ensure privacy in big data, an operation of data sanitization
must be applied. Recently, anonymization techniques become subject of research
and considered as the best manner to sanitize the data.
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There exist several anonymization techniques that deal with sensitive
attributes. L-diversity is considered as a technique which ensures that records
corresponding to an individual cannot be distinguished in a data set. Moreover,
it is impossible to implement the inference attacks against an “l-divers” database
with high certitude [5]. However, even if l-diversity is practical, and addresses
the weaknesses of k-anonymity with respect to homogeneity and background
knowledge attacks [1], it still suffers from several limitations especially when it
is possible for an adversary to obtain information about a sensitive attribute as
long as he or she has information on the global distribution of this attribute [8].
Considering that, we thought of applying a new technique called t-closeness to
address the shortcomings of l-diversity technique.

Despite that many algorithms for t-closeness have been proposed, few of them
treat especially multiple sensitive numerical attributes. Furthermore, many of
them assume that the threshold t of t-closeness is beforehand set to a fixed
value and would be calculated only once. In this chapter, we propose a new
algorithm called variable t-closeness for multiple sensitive numerical attributes
which could be applied on the most relevant sensitive numerical attribute among
all existing numerical sensitive attributes in the data set. Also, our proposed
algorithm proceeds by calculating the threshold t several times until the data
set is anonymized.

The remainder of the chapter is organized as follows: in Sect. 2, we will present
some works found in literature using t-closeness technique in order to ensure
privacy in big data. Next, in Sect. 3, we will show the importance of using t-
closeness technique through an example. Moreover, we will present our proposed
variable t-closeness algorithm applied on multiple sensitive numerical attributes.
Later, in Sect. 4, we give our experimental results based on a test table. Then,
we give comparative results in Sect. 5. Finally, we conclude our chapter and give
some perspectives in Sect. 6.

2 Related Work

T -closeness technique has been widely studied in literature in order to ensure
privacy when dealing with sensitive attributes. Although, many algorithms for
t-closeness have been proposed, most of these assume that the privacy threshold
t of t-closeness is set to a fixed value. For example, Roy et al. [12] proposed
a way of determining the parameter t and applying t-closeness technique for
multiple sensitive attributes instead of single sensitive attribute. In [12], the
partitioning classes of sensitive attributes are the only information needed to
apply t-closeness for multiple sensitive attributes. It is also mentioned in [12]
that it is important to know the value of the threshold t in advance so as to
unnecessarily anonymize data over requirement. Besides, Soria-Comas et al. [17]
introduced Microaggregation as an alternative technique to generalization and
suppression in order to generate k-anonymous data sets. Soria-Comas et al.
[17] presented t-closeness as a technique that offers one of the strictest privacy
guarantees. Moreover, they showed how the k-anonymous t-close data sets are
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generated by using Microaggregation. The contribution of authors in [17] con-
sists of three microaggregation-based algorithms for t-closeness. The first algo-
rithm is called t-closeness through microaggregation and merging of microaggre-
gated groups of records, the second one is entitled k-anonymity-first t-closeness
aware microaggregation algorithm and the last one is known as t-Closeness-
first microaggregation algorithm. Later, Domingo-Ferrer [4] explored the formal
similarity between ε-differential privacy and t-closeness for anonymization of
data sets. Moreover, he highlighted how t-closeness and ε-differential privacy
are linked to each other regarding anonymization of data sets. Furthermore, he
showed that t-closeness and ε-differential privacy effectively furnish related pri-
vacy safeguards when applied to off-line data release. In addition, Soria-Comas
and Domingo-Ferrer [16] indicated that t-closeness is considered as one of the
extensions of k-anonymity technique which can produce ε-differential privacy in
data publishing when t = exp(ε). The authors in [16] supplied a new computa-
tional procedure based on bucketization for reaching t-closeness and ε-differential
privacy in data publishing. Moreover, Yang et al. [20] proposed an enhanced
t-closeness privacy protection way which gives a measure of semantic privacy
degree and also a specific implementation of the algorithm. The authors in [20]
gave two specific algorithms. The first one is called Top-Down (t, a)-closeness
algorithm and the other one is known as (t, a)-closeness based on genetic classi-
fication algorithm. Besides, Sei et al. [15] presented new privacy model, namely
(t1, ..., tq)-closeness, which can process data sets including more than one sensi-
tive quasi identifier attribute. The authors in [15] proposed a method composed
of two algorithms. The first one is a simple but efficient general anonymization
algorithm for (t1, ..., tq)-closeness, which is conducted by data holders, the other
one is a new reconstruction algorithm which can reduce the reconstructed error
between the reconstructed and the original values depending on the purpose of
each data analyzer. Furthermore, in order to encounter the request of data own-
ers demanding a high level of privacy preserving, Wang et al. [9] developed a
new technique called t-closeness slicing (TCS) to safeguard data against diverse
attacks. The suggested technique is based on t-closeness principle and slicing
technique. The proposed approach isolates quasi identifier attributes from sen-
sitive ones. Then, it rearranges the data set related to sensitive attributes. In
the last step, TCS permutes between lines corresponding to all non sensitive
columns. The authors in [9] note that the time complexity of the proposed tech-
nique is O(nlogn), where n represents the number of records in the data set.
Considering that, we thought of developing an algorithm that treats sensitive
numerical attributes based on calculating several times the privacy parameter t
in t-closeness.

Several techniques dealing with both sensitive and quasi identifier attributes
were proposed and studied in the literature. However, rare are studies which
made the combination of t-closeness technique and multiple sensitive numeri-
cal attributes. For instance, Qinghai et al. in [10] proposed a privacy-preserving
data publishing method, namely Multi numerical sensitive attributes cluster-
ing method (MNSACM), which uses the ideas of clustering and Multi-Sensitive
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Bucketization (MSB) to publish microdata with multiple numerical sensitive
attributes. The authors in [10] anonymized the original data set based on the
generalization of all the quasi identifier attributes existing in the data set. The
procedure consists of putting tuples that have the same generalized quasi iden-
tifier value in the same bucket. Then, the order of the sensitive numerical val-
ues is changed and consequently the proximity breach is prevented according
to authors in [10]. Dharavathu and Valli Kumari in [2] applied multi sensitive
attribute bucketization and clustering in order to generate anonymized table
with low information loss and low suppression ratio. We notice that the authors
in [2] used the same algorithm mentioned in [10] by conducting experiments on
real data set. Saraswathi et al. [13] ensure that t-closeness technique could be
applied over Multi Sensitive Bucketization K-Anonymity Clustering Attribute
Hierarchy algorithm (MSB-KACA). Authors in [13] employ Earth Mover Dis-
tance (EMD) to calculate the distance between the sensitive values existing in an
equivalence class and the whole data set. The authors in [13] admit that the min-
imum calculated distance is considered as the threshold t in order to equitably
disperse attributes in the data set. Finally, Saraswathi et al. [13] obtain a divided
data set satisfying the principle of t-closeness technique by ensuring privacy and
preserving utility. In the case where the data set contains multiple sensitive
numerical attributes, we must analyze carefully the semantic of the attributes
in order to detect whether the attributes are sensitive or not. Moreover, we have
to calculate the degree of correlation between attributes in the data set. When
the correlation between two or more sensitive numerical attributes is high, our
proposed algorithm is applied only on one of the highly correlated attributes.
However, when there is no correlation between sensitive numerical attributes,
the algorithm is then applied on all the numerical sensitive attributes in order
to avoid the existence of non anonymized buckets in the published data set.

In the next section, we will discuss the cause of using t-closeness technique
through an example. Moreover, we will present our proposed variable t-closeness
algorithm applied on multiple sensitive numerical attributes.

3 T-Closeness Technique

L-diversity and t-closeness are both considered as anonymization techniques
which process on sensitive attributes.

3.1 From l-diversity to t-closeness

Intuitively, l-diversity means that an adversary has to know l − 1 pieces of back-
ground knowledge to be able to eliminate l−1 possible sensitive attribute values
in order to breach privacy [19]. Unfortunately, l-diversity technique isn’t able to
resist against homogeneity and background knowledge attack [3]. L-diversity is
also inadequate to prevent attribute disclosure. Moreover, l-diversity is restricted
in its hypothesis of adversarial knowledge. Thus, it is possible for an adversary
to obtain information about a sensitive attribute as long as he or she has infor-
mation on the global distribution of this attribute.



Privacy in Big Data Through Variable t-Closeness for MSN Attributes 129

We will introduce the importance of t-closeness technique throw an example.
The following hierarchy in Fig. 1 will help us to analyze the disease column in
order to detect whether t-closeness technique is satisfied in all buckets or not.

Fig. 1. Hierarchy for categorical attributes disease [8].

The hierarchy above is specific to respiratory and digestive system diseases.
Moreover, every disease mentioned in the original 3-diversity table depends to a
category from Fig. 1.

As shown in Table 1, every bucket contains 3 distinct values. Then, we can
conclude that even if we had applied 3-diversity to the “Disease” column, an
adversary that has access to the hierarchy of categorical attributes (see Fig. 1)
can easily deduce the person’s disease. A person who depends for example to
the first bucket has certainly a “stomach disease”. In fact, based on the previous
hierarchy, the category “stomach diseases” includes “gastric ulcer”, “stomach
cancer” and “gastritis” which all of them correspond to bucket 1.

Suppose that we have only one sensitive numerical attribute in the data
set which is “Loan” as mentioned in Table 1. Then, we can conclude that its
values aren’t near to each other. In other words, we don’t need to apply t-
closeness algorithm. However, since there is a high correlation between “Loan”
and “Salary” numerical attributes, an adversary could easily deduce the values
corresponding to “Salary” attribute through the values related to the “Loan”
attribute. That’s why we should not underestimate any attribute and assume
that all the attributes existing in the data set could contribute to the disclosure
of personal data. While our data set includes two sensitive numerical attributes
where the correlation between them is high, then our proposed algorithm could
be applied only on one attribute either “Loan” or “Salary”.
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Table 1. Original 3-diversity table

Id ZIP Loan Salary Disease Bucket

1 476** 900 3k Gastric ulcer 1

2 476** 1200 4k Gastritis 1

3 476** 1500 5k Stomach cancer 1

4 4790* 2100 7k Pneumonia 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

7 476** 1800 9k Bronchitis 3

8 476** 3300 11k Pneumonia 3

9 476** 2400 8k Stomach cancer 3

10 48*** 2400 8k Flu 4

11 48*** 3900 13k Gastritis 4

12 48*** 3300 11k Pneumonia 4

T -closeness is an alternative technique proposed to extend k-anonymity and
l-diversity techniques with a little different strategy. Furthermore, the privacy
measure of t-closeness is robust than l-diversity. It insists that the distribution
of sensitive values in each set of records must be close to the distribution of the
entire data set [14]. So, it is necessary to apply a technique called t-closeness in
order to address the limitations of l-diversity technique.

3.2 The Proposed Variable t-closeness Algorithm

An equivalence class satisfies the principle of t-closeness if its distribution of
multiple sensitive numerical attributes is close to the distribution of the multiple
sensitive numerical attributes in the whole data set [18]. In other words, an
equivalence class is considered to have t-closeness if the distance between the
distribution of a sensitive attribute in this class and the distribution of the same
attribute in the entire data set is no more than a threshold t. Then, a data set is
said to have t-closeness if all equivalence classes have t-closeness [7,16]. Besides,
the threshold t of t-closeness represents the smallest absolute value among the
calculated distances between the two distributions [18].

T -Closeness aims to prevent attribute disclosure from occurring. This is ful-
filled by ensuring that the distribution of the sensitive attributes in each bucket
is similar to their distribution in the whole data set [17]. In order to apply t-
closeness, we have to define a threshold t. Therefore, we have to calculate the
distance between the distribution of a sensitive attribute in an equivalence class
and the distribution of the attribute in the whole table. In other words, we
calculate the distance between two probabilistic distributions.

There exist many methods to calculate the desired distance such as vari-
ational distance or Kullback-Leibler (KL) distance which is proposed by
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Yang et al. in the classification method based on genetic algorithm to achieve
t-closeness algorithm [20]. But earth mover’s distance (EMD) is the most com-
mon choice for calculating t-closeness [15]. When t-closeness was introduced, the
Earth Mover’s distance (EMD) was suggested. The EMD measures the mini-
mal amount of work needed to transform a distribution to another one through
moving probability mass between each other [16]. In other words, EMD is used
to define the resemblance between distributions. In broadly sense, we have two
types of attributes: Numerical and categorical attributes. In the following, we
present the application of our variable t-closeness algorithm on multiple sensitive
numerical attributes.

First of all, we had applied our proposed algorithm on a test table that
satisfies horizontal partitioning because, as shown in Table 1, the test table is
partitioned into 4 buckets in order to better manage it. We mentioned that 3-
diversity with respect to salary is satisfied in the four buckets since each of them
includes 3 distinct values. Even if l-diversity technique is applied on Table 1,
there is a need to apply another technique called t-closeness.

Li et al. in [8] assume that the distance between B and Q could be calculated
throw the Eq. 1.

d[B;Q] =
1

n − 1

n∑

i=1

|
i∑

j=1

(wj − vj)| (1)

According to experiments done by Li et al. in [8] when treating numerical
attributes corresponding to buckets 1, 2 and 3 of “Salary” attribute through
Eq. 1, the optimal mass flow that transforms B1 = w1 = 3k,w2 = 4k,w3 = 5k
to Q = v1 = 3k, v2 = 4k, v3 = 5k, v4 = 6k, v5 = 11k, v6 = 8k, v7 = 7k, v8 =
9k, v9 = 10k is to move 1/9 probability mass across the following pairs: (5k →
11k), (5k → 10k), (5k → 9k), (4k → 8k), (4k → 7k), (4k → 6k), (3k → 5k),
(3k → 4k). We could also add the pair (3k → 3k) even if it equals “0” in order
to better understand the transformations.

The cost of this is 1/9 × 1/8 × (6 + 5 + 4 + 4 + 3 + 2 + 2 + 1) = 27/72 =
0.375. When trying to apply the Eq. 1 we didn’t find the same cost as mentioned
through the experiment. Therefore, we had tried to go throughout the cost result
in order to find the right equation.
Cost[B1, Q] = Distance[B1, Q] =1/9 × 1/8 × (6 + 5 + 4 + 4 + 3 + 2 + 2 + 1)

=1/9 × 1/8 × (|w3 − v9| + |w3 − v8| + |w3 − v7|+
|w2 − v6| + |w2 − v5| + |w2 − v4| + |w1 − v3|+
|w1 − v2| + |w1 − v1|)

≈1/9 × 1/8 × |(3w3 + 3w2 + 3w1) − (v9 + v8 + v7+

v6 + v5 + v4 + v3 + v2 + v1)|

≈1

9
× 1

8
|3

3∑

i=1

wi −
9∑

i=1

vi|

(2)

The Eq. 3 represents the adapted and ameliorated version of an equation
given in [8,12] since we have detected that several values are missing when
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trying to apply it. Equation 3 calculates the distance between the distribution
of a sensitive attribute in a bucket and the distribution of the same attribute in
the whole table based on EMD.

d[B;Q] =
1

n − 1
× 1

n
|m

m∑

i=1

wi −
n∑

i=1

vi| (3)

With:

B : The sensitive attribute column of the selected bucket,
Q : The sensitive attribute column of all existing buckets,
n : Number of values in Q,
m : Number of values in B,
wi and vi are elements of B and Q respectively.

The Algorithm 1 represents an extended version of our algorithm called “vari-
able t-closeness for sensitive numerical attributes” mentioned in [6] which deals
with sensitive numerical attributes. The modification is made in order to be able
to process a data set with multiple sensitive numerical attributes.

In this chapter, we had focused on applying t-closeness on multiple sen-
sitive numerical attributes. Furthermore, we have used a variable threshold t
in t-closeness throughout the algorithm until all buckets are processed. Our
algorithm highlights two cases depending on the existence or not of correlation
between numerical attributes. If there is a high correlation between numerical
attributes, the algorithm is applied on one of them only. In the other case, the
algorithm is applied on all the numerical sensitive attributes. The next section
will highlight, through an example on a test table, the implementation of our
proposed algorithm entitled variable t-closeness for multiple sensitive numerical
attributes.

4 Experimental Results

This section presents the implementation of our proposed algorithm entitled
variable t-closeness for multiple sensitive numerical attributes. The algorithm is
applied on a test table as shown in Table 1 which satisfies 3-diversity since the
four buckets contain 3 distinct values with respect to “Loan”, “Salary” and “Dis-
ease” sensitive attributes. Moreover, Table 1 satisfies 3-anonymity since every
bucket contains 3 similar values with respect to the quasi identifier attribute
“Zip”.

In our algorithm, we will deal with both “Loan” and “Salary” attributes.
Although bucket 1 contains 3 distinct values “3k”, “4k” and “5k”, those values
are close to each other. Moreover, we can easily deduce the values corresponding
to “Salary” attribute based on the values related to “Loan” attribute because
of the high correlation between “Loan” and “Salary” attributes. That’s why
we proceed by calculating the distance between the distribution of “Loan” or
“Salary” attributes in every bucket and the distribution of the same attribute
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Algorithm 1. Variable t-closeness for multiple sensitive numerical attributes.
Require: Test table in QIT and SAT

Ensure: Sliced t-closeness table

D : Distance table

T : Original table

TN : Original table containing numerical attributes only

RT : Rest of table

SB : Sliced t-closeness table

RT = {∅}
SB = {∅}
if there is a high correlation between TN attributes then

while RT is not empty do

1. Calculate distance for all buckets existing in T by using the mathematical expression in

Equation 3

2. Insert the calculated distances in D;

3. Insert into SB the bucket which has the minimum distance as t in D;

4. Insert into RT the rest of buckets which have a distance bigger than t;

5. Update RT by permuting the lines that have the minimum value of one of the highly

correlated sensitive numerical attribute of every two consecutive buckets of RT ;

6. Substitute table T by table RT ;

end while

else

i = 0;

while RT is not empty do

while i < size(TN) do

1. Calculate distance for all buckets existing in T by using the mathematical expression

in Equation 3

2. Insert the calculated distances in D;

3. Insert into SB the bucket which has the minimum distance as t in D;

4. Insert into RT the rest of buckets which have a distance bigger than t;

5. Update RT by permuting the lines that have the minimum value of TN [i] of every

two consecutive buckets of RT ;

6. Substitute table T by table RT ;

i + +;

end while

end while

end if

return SB

in the whole table. Table 2 shows calculated distances for all buckets existing
in the original Table 1. We don’t need to apply the algorithm on both sensitive
numerical attributes since there is a high correlation between them.

As shown in Table 2, we notice that bucket 4 corresponds to the lowest dis-
tance. Therefore, we have to put bucket 4 in another table that we call sliced
t-closeness table SB and after we permute between the lines that have the min-
imum value of “Loan” or “Salary” attributes in every two consecutive buckets
except bucket 4. Table 3 represents sliced t-closeness table SB which were empty
before execution our algorithm.
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Table 2. Calculated distances based on the original Table 1

Bucket Bucket distance

1 0.4696

2 0.1515

3 0.1060

4 0.0151

Table 3. Sliced t-closeness table SB containing bucket 4

Id ZIP Loan Salary Disease Bucket

10 48*** 2400 8k Flu 4

11 48*** 3900 13k Gastritis 4

12 48*** 3300 11k Pneumonia 4

After putting bucket 4 which corresponds to the minimum distance compared
to the other calculated distances in Table 2, we place buckets 1, 2 and 3 in a table
that we call rest of table RT . Table 4 represents the table called rest of table RT
including all the existing buckets in the original table except bucket 4 which is
placed in Table 3.

Table 4. Rest of table RT including buckets 1, 2 and 3

Id ZIP Loan Salary Disease Bucket

1 476** 900 3k Gastric ulcer 1

2 476** 1200 4k Gastritis 1

3 476** 1500 5k Stomach cancer 1

4 4790* 2100 7k Pneumonia 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

7 476** 1800 9k Bronchitis 3

8 476** 3300 11k Pneumonia 3

9 476** 2400 8k Stomach cancer 3

In this step of the algorithm, we have permuted the lines that have the
minimum value of “Loan” or “Salary” attributes in every two consecutive buck-
ets existing in Table 4. We could also choose to permute the lines that have
the maximum value of “Loan” or “Salary” attributes in every two consecutive
buckets because the idea is to get after permutation a table that doesn’t con-
tain closed values in all buckets. We notice that the permutation shouldn’t be
done randomly in order to preserve the utility at the final step of our proposed
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algorithm. Table 5 represents the updated version of Table 4 after executing the
permutation procedure.

Table 5. Rest of table RT including buckets 1, 2 and 3 after permutation

Id ZIP Loan Salary Disease Bucket

4 4790* 2100 7k Pneumonia 1

2 476** 1200 4k Gastritis 1

3 476** 1500 5k Stomach cancer 1

9 476** 2400 8k Stomach cancer 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

7 476** 1800 9k Bronchitis 3

8 476** 3300 11k Pneumonia 3

1 476** 900 3k Gastric ulcer 3

In literature, Most of t-closeness algorithms will stop at this level and consider
that we attain the desired threshold t which corresponds in this example to
“0.015”. However, we notice that the values of “Salary” attribute corresponding
to bucket2 “8k”, “9k” and “10k” are close to each other as noticed in bucket 1
before executing the first iteration of our proposed algorithm. That’s why, we
thought of calculating the distance several times until rest of table RT is empty.
Table 6 represents the calculated distances of every bucket based this time on
Table 5.

Table 6. Calculated distances based on Table 5

Bucket Bucket distance

1 0.25

2 0.2083

3 0.0416

The calculation of the distances based on rest of table RT including buckets
1, 2 and 3 after permutation, we proceed by joining bucket 3 to sliced t-closeness
table SB. We mention that bucket 3 corresponds to the minimum distance com-
pared to the other calculated distances in Table 6. The following Table 7 repre-
sents sliced t-closeness table SB containing buckets 4 and 3.
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Table 7. Sliced t-closeness table SB containing bucket4
⋃

bucket3

Id ZIP Loan Salary Disease Bucket

10 48*** 2400 8k Flu 4

11 48*** 3900 13k Gastritis 4

12 48*** 3300 11k Pneumonia 4

7 476** 1800 9k Bronchitis 3

8 476** 3300 11k Pneumonia 3

1 476** 900 3k Gastric ulcer 3

After joining bucket 3 to sliced t-closeness table SB which already contained
bucket 4, we remove bucket 4 from Table 5 which represents the rest of table
RT including buckets 1, 2 and 3 after permutation. Table 8 includes all buckets
existing in Table 5 except bucket 3 which has just been added to sliced t-closeness
table SB.

Table 8. Rest of table RT including buckets 1 and 2

Id ZIP Loan Salary Disease Bucket

4 4790* 2100 7k Pneumonia 1

2 476** 1200 4k Gastritis 1

3 476** 1500 5k Stomach cancer 1

9 476** 2400 8k Stomach cancer 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

In this step, we will permute the lines corresponding to the lowest value of
“Loan” or “Salary” attributes in both buckets 1 and 2. In this case we will have
as result Table 9 which represents Table 8 after permutation.

As a result, only two buckets 1 and 2 remain. We will proceed by calculating
the distance related to both buckets in order to join the bucket which corresponds
to the minimum distance to sliced t-closeness table SB. Table 10 represents the
calculated distance of buckets resulting from Table 9.

After the calculation of distances, we will join bucket 1 which corresponds
to the minimum distance from Table 10 to sliced t-closeness table SB. Table 11
represents SB which already contains buckets 4 and 3.

When we join bucket 1 to the previous sliced t-closeness table SB which
already contains buckets 4 and 3, we remove from bucket 1 from Table 9 which
represents the rest of table RT including buckets 1 and 2 after permutation.
Table 12 includes the remaining bucket which is bucket 2.

By using a normal processing, we have to permuting the lines that have the
minimum value of “Loan” or “Salary” attributes in two consecutive buckets.
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Table 9. Rest of table RT including buckets 1 and 2 after permutation

Id ZIP Loan Salary Disease Bucket

4 4790* 2100 7k Pneumonia 1

9 476** 2400 8k Stomach cancer 1

2 476** 1200 4k Gastritis 1

3 476** 1500 5k Stomach cancer 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

Table 10. Calculated distances based on Table 9

Bucket Bucket distance

1 0.4666

2 0.9666

Table 11. Sliced t-closeness table SB containing bucket 4
⋃

bucket 3
⋃

bucket 1

Id ZIP Loan Salary Disease Bucket

10 48*** 2400 8k Flu 4

11 48*** 3900 13k Gastritis 4

12 48*** 3300 11k Pneumonia 4

7 476** 1800 9k Bronchitis 3

8 476** 3300 11k Pneumonia 3

1 476** 900 3k Gastric ulcer 3

4 4790* 2100 7k Pneumonia 1

9 476** 2400 8k Stomach cancer 1

2 476** 1200 4k Gastritis 1

Table 12. Rest of table RT including bucket 2

Id ZIP Loan Salary Disease Bucket

3 476** 1500 5k Stomach cancer 2

5 4790* 2700 9k Flu 2

6 4790* 3000 10k Bronchitis 2

However, it remains only one bucket, and then we have to remove it and join
it to the sliced t-closeness table SB which already contains buckets 4, 3 and
1. Table 13 represents the final table grouping all the buckets existing in sliced
t-closeness table SB with order.
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Table 13. Final sliced t-closeness table SB w.r.t Salary

ZIP Loan Salary Disease Bucket

4790* 2100 7k Pneumonia 1

476** 2400 8k Stomach cancer 1

476** 1200 4k Gastritis 1

476** 1500 5k Stomach cancer 2

4790* 2700 9k Flu 2

4790* 3000 10k Bronchitis 2

476** 1800 9k Bronchitis 3

476** 3300 11k Pneumonia 3

476** 900 3k Gastric ulcer 3

48*** 2400 8k Flu 4

48*** 3900 13k Gastritis 4

48*** 3300 11k Pneumonia 4

Table 13 shows that no bucket contains values that are close to each other
with respect concerning “Loan” and “Salary” sensitive numerical attributes. So
the goal of our proposed algorithm is achieved with success. We note that the
use of a variable privacy parameter t is mandatory so as to avoid some cases
that can occur during the permutation procedure as mentioned in Table 5.

5 Comparative Results

In this section, we compare two t-closeness algorithms with our proposed variable
t-closeness for multiple sensitive numerical attributes. The authors in [20] and
[17] proposed two algorithms where the threshold t in t-closeness is considered
as an input. However, the privacy parameter t is calculated at every step of
our proposed algorithm. The privacy is more insured when we don’t specify
beforehand the value of t. Furthermore, all the algorithms in the Table 14 apply
the notion of bucketization which is considered as a horizontal partitioning of
the original data set. In most of the scientific researches, t-closeness is treated
as an anonymization technique which is appropriate for sensitive attributes, but
Soria Comas et al. in [17] believe that t-closeness algorithm could be applied on
quasi identifier attributes. Concerning the complexity, it is nearly the same for
all the algorithms mentioned in Table 14. We note that Soria Comas et al. in [17]
assume that t-closeness algorithm could be achieved without a need to compute
any EMD distance. However, Yang et al. in [20] used Kullback-Leibler (KL)
divergence as a method of calculating the distance. In our proposed algorithm,
we used the earth mover distance since it’s the most popular choice as mentioned
in [12]. Our algorithm could be applied on both single and multiple sensitive
numerical attributes. Nevertheless, this proposition is useful only with a data set
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containing at least one sensitive numerical attribute. We have already thought
about writing and implementing a t-closeness algorithm that can be applied on
a data set with quasi identifier and categorical sensitive attributes.

Table 14. Results of comparative algorithms.

Authors Algorithm Idea of algorithm Method of

computing

the distance

Complexity Data types

Yang et al.

[20]

An enhanced

Top-down

(t, a)-closeness

algorithm

The algorithm is based on

forming more

generalization to tuples in

every equivalence class or

bucket. While tuples in

every bucket in the data

set don’t satisfy

(t − a)-closeness the

algorithm makes

generalization (child

nodes) which remains

sub-node generalization

satisfying the wanted

closeness

KL-

divergence

O(n2) is an

estimated

value

Sensitive

attributes

Soria-

Comas

et al. [17]

t-Closeness-first

microaggrega-

tion

algorithm

The algorithm tries to

generate a k-anonymous

t-close data set. Related

to the algorithm, the

generated clusters satisfy

t-closeness by

construction.

No need to

compute

any EMD

distance

O(n2/k) Quasi-

identifier

attributes

El Ouazzani

et al.

Variable

t-closeness for

multiple

sensitive

numerical

attributes

Our algorithm is applied

on an l-diversity table

where we tried to leave in

the buckets only the

values that are not close

to each other. While

tuples in every bucket in

the data set don’t satisfy

t-closeness we permute

lines between two

consecutive buckets

Ameliorated

EMD

O(n2/l) Multiple

sensitive

numerical

attributes

6 Conclusion and Future Work

In this chapter, we have focused on t-closeness as an anonymization technique
that deals with both sensitive numerical and categorical attributes. Furthermore,
we have presented the reasons behind making researches on t-closeness technique
instead of being satisfied with l-diversity technique. We note that l-diversity
is also an anonymization technique that could process data set with sensitive
attributes. In this chapter, we have extended our novel algorithm that processes
sensitive numerical attributes called “variable t-closeness for sensitive numerical
attributes” to be able to process a data set with multiple sensitive numerical



140 Z. El Ouazzani and H. El Bakkali

attributes. Based on the degree of correlation between numerical attributes in the
data set, we decide whether the algorithm will be applied only on one numerical
attribute or more than one. In addition, we used a variable threshold t in t-
closeness throughout the algorithm until all buckets are processed. Our proposed
algorithm is efficient in terms of data anonymization. This work helps us to
determine the future trends of research; we plan to propose an algorithm that
processes sensitive categorical attributes based on a static threshold. As well, we
plan to implement the algorithm that treats sensitive categorical attributes by
calculating the privacy parameter in t-closeness technique.
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Abstract. Big Data is an emerged architecture and technology para-
digm that is used by many organizations to extract valuable information
either to take decisions. Big Data is a technique and method used to
retrieve, collect, process and analyze a very big volume of unstructured
and structured data. The challenge is processing and analyzing the huge
volume of data coming in from network sensors. Practically, it’s too late
to stop an abnormal comportment, if we collect the incoming streams
and wait for many days for processing and analyzing the stored streams.
Big Data in video surveillance systems, offer ETL (Extract Transform
and Load) challenges related to the Van Newman Bottleneck and Data
Locality. In this chapter we propose a conceptual model with architec-
tural elements and proposed tools for monitoring in RTAP (Real Time
Analytical Processing) mode smart areas.

Our model is based on lambda architecture, in order to resolve the
problem of latency which is imposed in transactional requests (GAB
Network). We consider the real example that data comes from different
sources (Automatic monitoring Centers, GAB, Facebook, Twitter, Insta-
gram, LinkedIn, Medical Centers, Commercial Centers and any other
data collected by satellites.) which is n dimension and we which to reduce
with PCA algorithm the number of components to reduce the processing
time and increase the speed of execution.

1 Introduction

Actually, we live in time in which big data are explored by enterprises to discover
facts they did’nt know before. Many domains applications are based on big data
analytic, such as web semantic analytic, business analyzing customer’s profiles,
healthcare, weather etc. But really, 80% of data sources are incoming from dif-
ferent devices in video format such as video surveillance systems. In which, four
process are fundamentals. Detection, in which we extract the object in motion,
the tracking process who extract the relevant information for example, draw the
trajectory of vehicle, determine the position at a time t for a person, estimate
the displacement for a time laps etc. and the process of profile analysis which
is very important and have a release which big data analysis in order to take a
c© Springer Nature Switzerland AG 2019
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decision about the behavior of customers and finally, the re-identification pro-
cess, in this phase a mapping process is very important to determine the detect
object captures in a distributed system architecture. For example, if a wanted
person is detected in an area with a profile X and with the re identification
process which is based on texture, features extraction, color and biometry cor-
responding parameters [1]. Generally, data are generated from different sources
like, online transaction, video surveillance real time captures, emails, social net-
working interaction, science data, logs, posts, sensors and mobile phones and
their applications [2–4]. The main problem of this grow data is how to extract,
transform, load, manage, share, analyze and visualize it under software tools.
Actually, 20 zeta bytes of data are created by human in one day. 80% of this
data are multimedia, coming especially from CCTV cameras. And in the world,
50 billion devices will be connected to network and to the web, by the year
2020 [5]. Managing those different types of data, structured, semi structured
and unstructured forms is complex and impossible with classical data bases sys-
tems in which a storage devices are all attached to a common processor. But, for
managing the amount of data it requires a big structured of clusters organized
in rakes, clients, managers, data nodes and other server as deployed structure
for analyzing big data as shown in the Fig. 1.

Fig. 1. Cluster of big data

In literature, some frameworks are proposed to solve the problem of managing
big data in video surveillance for smart cities. This system includes moving
object detection, tracking and behavioral analysis [6]. In this research authors
have proposed a framework for stream processing based on cloud storage cluster
that detect a moving vehicles. And it does the profile identification to find the
profile of interest.

In recent years, there has been a substantial increase in the use of video
surveillance systems, in order to ensure heightened public security. Generally,
the object off the majority of the linked cameras is to track sensible motions and
to identify and analyze all a specific profiles. For example in a big commercial
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mall, connect many cameras in order to know the degree of purchase and what’re
most interesting blocks to customers, allowing managers to manage beastly the
mall. In [7], we have developed an intelligent interface, for detection, tracking,
profile analyzing and re identifying peoples. The detection phase can be based on
different algorithms, while for RTAP systems a simple subtraction of background
is used. For tracking, many approaches has been proposed, the first can used the
trajectory of displacement which used to estimate the length of the trajectory.
The second approach uses is bases on maximization of the Fast Fourier Transform
Correlation or on minimization of Optimized Sum of Squared Distance [8]. For
profile analysis, a Data Base of all significant profiles is established beforehand,
and similarity tests are used to alarm if an abnormal action is identified. Finally,
in re-identification of the moving person between two or many linked cameras is
used. This re-identification is based on searching features similarities bay using
the Minkowski distance and the clustering Kmeans. A PCA is used to make the
process very rapid and useful on RTAP word [9]. In [10], authors have proposed
a hybrid cloud surveillance process with mixed sensitivity video stream. In this
framework, the hybrid cloud used offer the security issue by keeping sensitive
data in the cloud. A middle-ware is used to impeccably integrates the private
cloud with public cloud, and a streaming process of this cloud structure optimizes
overall financial cost to ensure high security and QoS.

In this chapter, we discuss our proposed conceptual model architectural for
monitoring in RTAP mode smart areas. Our model is based on lambda archi-
tecture, in order to resolve the problem of latency. Then, we discuss each step of
our architecture and explain tools needed to big data analytic used in order to
exploit information in RTAP mode in absolute vision of a smart world area. Sev-
eral usage utilities of this proposed model can be applied in RTAP systems. For
example to detect and track all bike-riders without helmet, detect all who bike-
riders do not have number plate, detect all cars who overcome the red light, and
in a big mall how to collect, extract, load and analyze all profiles and behaviors

Fig. 2. The ETL process
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of customers etc. Our proposed model for RTAP system, treat big data basing
to the ETL process as shown in the following figure:

In the proposed model loading information is a very important step, firstly,
after extracting streams, the process of transformation, clean all frames of back-
ground and all unclear or misty images, in which we can the mobile object
detection. Practically, an MBR (Minimum Boundary Rectangle) is proposed to
extract the region of interest surrounding the number plate (Fig. 2).

2 Big Data and RTAP Systems: Challenges

There is a growing need for collecting and extracting information from different
sources in real time. Many areas application uses big data analytic to obtain
results for decision in real time such as: Video surveillance, Healthy Care, Inter-
net of Things, Social Medias, Business Intelligence and others.

2.1 Bottleneck and Data Locality Challenges

Generally, thousands of cameras connected in a city produce a really big data in
Zeta bytes, Tera bytes. The ETL process of this amount of data will be difficult
as impossible with classical tools. And then, the RTAP increases complexity
of managing and analyzing data. This data can be structured, semi structured
and/or unstructured forms. This can get the process of sharing very heavy. The
second challenge is related to intelligent analysis, in which we still have to use
a large number of manpower and fast and intelligent algorithms to search in
the video streaming. The other challenge is how to obtain an effective analysis
model.

2.2 RTAP Big Data Processing Tools

Spark, Hadoop, are the most known open source frameworks in RTAP applica-
tion for big data analytic. Our proposed model operates in transactional stream-
ing, and the response of a triggered alarm should be at time for effective inter-
vention. The Big Data analytic technique used in our proposed RTAP video
surveillance system is based on IN-MEMORY process, in which processing refers
to treatments that are performed in the RAM, and data are not stored in the
long term.

Spark is an open source distributed computing platform used with Hadoop
YARN and HDFS is used for storage in a cloud system. Here Spark uses his own
streaming API for batch processing in variant short time intervals. Apache Spark
[11] is a fast and general engine for large-scale data processing implemented in
Scala [12]. Spark combine SQL, streaming and complex analytic. In our frame-
work Spark run on cloud, and it access to unstructured Big Data including HDFS
(Fig. 3).

Spark uses HDFS to store the data in big cluster, and relies on data locality,
aka data proximity to data source. This can make Spark jobs capable to retrieve
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Fig. 3. Spark Apache data engine.

the data. And it’s important to Hadoop YARN Cluster because all data are
considered coming from HDFS. In the Spark HDFS situation, the Spark driver
contacts Name Node about all Data Nodes for ideal Data Locality processing
containing a variety of blocs of the file, and after it schedule the work to the
Spark Workers.

2.3 The Proposed Overall Framework for Big Data RTAP Analytics
Based on Spark

Spark is used, for the simple reason, which the ETL process is easily done. It
can be done with many programming language like Java, Scala, Python and R.
and because it offers three kinds of data processing: batch, streaming and stream
processing. With an unified API.

In our proposed model all received data will be ETL processed. In this process
a full background subtraction based on frames subtraction is done. And a MBR
surrounding is doing in order to access directly the region of interest and to
limit time process. All this data has been loaded after rejection of all noises and
background frames rest (Fig. 4).

The Spark streaming API closely matches that of the Spark core, is easily for
working in the worlds of streaming data. The MLlib APIs contains algorithms
of clustering for best classification. Here we choice the Kmeans clustering. The
Spark streaming is used to enables analytical and interactive application for live
streaming data.

In this model, the video surveillance system capture continually images and
some other signals (voice, noise, sonores etc.) and some texts are detected in the
scene. Each device capture n images peer seconde, and a re identification process
is doing by intelligent algorithm.

In Fig. 5, we present a people re-identification example captured from two
camers on closed word. In which model tree papameters are used for doing
re identification (color, texture and biometry). To extract similarity between
individual, M inkowski distance is used to calculate perfect similarity between
same class attributes. Then, to describe the identities of individuals, the ideal
choice similarities of picked-up images is performed by Kmeans at the input
camera.
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Fig. 4. The overall proposed engine treatment

Fig. 5. ViPER sample from different viewpoints
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After getting the stream, SparkGPU runs the intelligent learning procedures
to compare the re identification parameters (color, texture, shape, regional fea-
tures, global features and patch-based features). A suitable features descriptions
extraction for person re-identification is used. The Minkowski distance is used to
calculate the very good similarity between same classes of individual. For iden-
tification, the Kmeans algorithms is used by the Spark processing. The result
of data monitoring obtained for reporting to have a very good decision about
the rate of re-identification is presented by the Cumulative Distance Function
(Fig. 6):

Fig. 6. Cumulative distribution function: performance re-identification results

In our proposed framework, the SparkMLlib learn is based on SparkGPU
performances of the re-identification process. In closed world if the Minkowski
distance is minimized and similarity is detected between individuals, the system
return an analytical data as tables, graph and others forms. And then, our
system do re-identification correctly with some performances as drawled in the
CDF function. The plot of the CDF function demonstrates that the error rate
can reach 100% from the test number 255 of 632. This explains that beyond 255
tests we can deceive (Returning pair dissimilarities).

Practically, as indicated in the figure above, we should wait until the rank
255 of 632 to reach the classification correct rank at 100%. In original paper [12],
authors have reach the 100% correct rank at rang 300 of 632. This is the effect
of searching the features similarities by Minkowski distance.

3 Conclusion

In this chapter, we have presented a new architecture of Big Data analysis
model, in which the engine is as synergistic of tools and APIs for ingesting
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all types of incoming data from different sources. This ETL model is efficient
for video surveillance systems and self security, which is used widely in transac-
tional systems. Especially, this RTAP system is based on Lambda architecture,
and it uses Apache Flume, Apache Sqoop tools, Spark Streaming or any other
ingestion framework to capture data for example from GPS detector, real time
connected cameras etc. The importance of our proposed use of lambda archi-
tecture is for ingesting Big Data in the RTAP model. It’s used for reducing
the number of parameters of attributes used for doing correctly the process of
re-identification. PCA algorithm can be integrate practically in GAP applica-
tions, in social networks, for retrieving the position of a wanted person when an
abnormal comportment is detected around GAB.
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Abstract. Optimizations in fully homomorphic encryption are the guidelines of
many cryptographic researches after Gentry’s breakthrough in 2009. In this
chapter, we sketch different technics to optimize and simplify fully homomor-
phic encryption schemes. Among these technics, we will focus on the
trans-ciphering one, for this method we will describe a homomorphic evaluation
of the different AES circuits (AES-128, AES-192 and AES-256) using a
noise-free fully homomorphic encryption scheme. After all, we will present a
new noise-free fully homomorphic encryption scheme based on quaternions.
Trans-ciphering is supposed to be an efficient solution to optimize data storage
in a context of outsourcing computations to a remote cloud computing as it is
considered a powerful tool to minimize runtime in the client side. In this
implementation, we will use our noise-free fully homomorphic encryption
scheme with different key sizes. Among the tools we are using in this work, a
small laptop with characteristics: bi-cores Intel core i5 CPU running at
2.40 GHz, with 512 KB L2 cache and 4 GB of Random Access Memory. Our
implementation takes about 18 min to evaluate an entire AES circuit using a key
of 1024 bits for the fully homomorphic encryption scheme.

1 Introduction

Fully homomorphic encryption was invented to allow computations over encrypted
data. It has trivial applications to the security of big data and cloud computing. In fact,
big data today is ubiquitous with the proliferation of Internet technologies in modern
applications, social networking, airlines information, online shopping and so on.
Broadly speaking, users can possess huge amount of data, which is impossible to be
processed locally given its cost and computing power. In this situation, users can enjoy
unlimited computing power in the cloud to serve data processing and big data analytics.
The security of cloud computing is not always trusted by the client; at least clients
whose data privacy is substantial cannot trust any third part. For example, banking data
and electronic health records are sensitive data that a simple information leakage can
cause huge damage to owners.

Security is an integral requirement in the cloud computing which does have
enormous attention from the research community. Among the fascinating available
solutions, we find a type of encryption that allows performing computations over
encrypted data. It is called fully homomorphic encryption, conjectured by Rivest,
Adleman and Dertozous in 1978 under the name of privacy homomorphism [1]. In
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2009, Gentry presented the first effective solution [2] to this conjecture in a break-
through work of thesis. Gentry’s contribution is a historical framework of constructing
fully homomorphic encryption schemes that is based on a bootstrapping theorem to
refresh ciphertexts and reduce noise growth after processing. Bootstrapping technique
influences performance capacities and runtime of the homomorphic encryption scheme,
thus it affects negatively its application to the cloud computing.

After Gentry’s breakthrough [2], many improvements [3–6] are introduced to
enhance the design of fully homomorphic encryption schemes and change for the better
its implementation hopes. Concerning the design, some new techniques of noise
refreshment are invented to avoid the cost of the bootstrapping method (bootstrap is
called after each multiplication) and provide the homomorphic cryptosystem with
intrinsic proficiencies. Modulus reduction [7], key switching [7] and flattening [8] are
some of those new noise management techniques. Concerning the implementation,
many practical contributions are done to reduce the runtime and minimize the resulting
storage. Among these contributions we find: batching [8, 9] of a fully homomorphic
encryption scheme to a scheme that supports encrypting and homomorphically pro-
cessing a vector of plaintexts as a single ciphertext and evaluating homomorphically
some specific symmetric encryption schemes (as AES circuit) [6] to simplify the client
side encryption and minimize the server side data storage. Because a symmetric
algorithm, like AES cryptosystem, is known to be very fast, secure and with low cost
overhead. Nevertheless, these improvements are powerful, it remains insufficient to
reach a practical fully homomorphic encryption scheme. Therefore, we can perform
more optimizations at the implementation to get a faster and optimal fully homomor-
phic encryption scheme to be used in a context of big data and cloud computing
security.

In this chapter, we will provide a full study of optimization in fully homomorphic
encryption. Firstly, we will start by presenting homomorphic encryption as a promising
tool to secure data processing in cloud computing, in this section we will began by a
state of art and a classification of homomorphic encryption algorithms before

Fig. 1. Fully homomorphic encryption diagram
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introducing a new noise-free homomorphic encryption scheme based on quaternion-
ique numbers. Secondly, we will study several existing technics for optimizing and
simplifying fully homomorphic encryption for cloud applications. Finally, we will
focus on an efficient technique called “trans-ciphering” to establish a homomorphic
evaluation of the AES circuits to optimize secure data storage in cloud computing.

2 Homomorphic Encryption

2.1 State of Art and Classification

Data security in cloud computing is the first occupation of security specialists, cloud
providers and costumers. Data security areas in cloud computing are diverse, among
which we find secure data processing. It means processing sensible data in a
non-trusted cloud server while any leakage is not tolerated. One of the efficient tools
that allows secure data processing in cloud computing is fully homomorphic encryp-
tion. Thanks to these cryptographic methods we are able to do any type of computa-
tions over encrypted data.

A fully homomorphic encryption scheme is generally defined as a quadruplet of
algorithms (Gen, Enc, Dec, Eval), which can be executed in polynomial time, such as:

• Gen kð Þ : Is a key generation algorithm, inputs a security parameter k and outputs a
pair of keys ðsk; pkÞ.

• Enc m; pkð Þ : Is an encryption algorithm, takes as input a clear message m and a
public key pk and outputs a ciphertext c.

• Dec c; skð Þ : Is a decryption algorithm, takes as input a ciphertext c and a secret key
sk and outputs the clear message.

• Eval C; c1; ::; cnð Þ : Is an evaluation algorithm, takes as input a circuit C and
ciphertexts c1; ::; cn and verifies Dec Eval C; c1; ::; cnð Þ; skð Þ ¼ C m1; . . .;mnð Þ:
After resisting roughly three decades, Rivest et al’s conjecture was finally resolved

in 2009 by Gentry [2]. Indeed, Gentry gave a renaissance to the search for homo-
morphic cryptography by designing a fully homomorphic encryption scheme consid-
ered semantically secure. Gentry’s design can be summarized into three main steps:

• Somewhat Homomorphic Encryption Scheme (SWHE): Gentry starts from a
SWHE or simply homomorphic scheme that supports a limited number of homo-
morphic multiplications.

• Squashing the decryption circuit: Gentry reduces the complexity of the decryption
circuit by publishing a set of vectors whose sum of a part of them is equal to the
secret key. This so-called ‘squash’ scheme can evaluate, in addition to its SWHE
capabilities, a NAND gate.

• Bootstrapping: the procedure of the bootstrap invented by Gentry consists in the
evaluation of the circuit of decryption plus the NAND gate to obtain a so-called
‘leveled’ FHE which allows evaluating any circuit with a depth of the circuit
defined at the beginning.

152 A. El-Yahyaoui and M. D. Ech-cherif El Kettani



This first scheme is based on the addition of noise to clear to obtain the homo-
morphy of the cryptosystem. The major disadvantage of noise based approach is the
growth of noise after each manipulation of the ciphertext (addition and/or multiplica-
tion). Indeed, in order to maintain the decryption capacity, it is necessary to control and
reduce the noise generated after each treatment. The control of noise in this type of
schemes increases their spatial and temporal complexity, which results in a slow cal-
culation (especially during bootstrapping) and a greediness of the memory space
required for storing the results (noise amplification). Therefore, this situation influences
the application of fully homomorphic encryption to our daily life. All these causes have
encouraged researchers to find other frameworks for designing efficient fully homo-
morphic encryption.

Among the most eminent attempts to simplify fully homomorphic encryption
schemes is the MORE cryptosystem [10]. It is a symmetric cryptosystem based on
modular arithmetic whose homomorphy is derived from the usual matrix operations.
Multiplication and addition are matrix multiplication and addition. In the MORE
encryption scheme, the clear space is the ring Z=nZ (ring of residual integers modulo
n) where n is a modulo chosen as in the famous RSA algorithm, whereas the ciphertext
space is the ring of the modular matrices M2ðZ=nZÞ: The secret key of this cryp-
tosystem is an invertible matrix K 2 M2ðZ=nZÞ chosen randomly by the client and
kept confidential with its inverse K�1.

However, the MORE cryptosystem does not support the IND-CPA (Indistin-
guishability under Chosen Plaintext Attack) and IND-KPA(Indistinguishability under
Known Plaintext Attack) attacks. Indeed, if a third party in bad faith has access to a
single clear and its ciphertext it will be able to decrypt any encrypted message there-
after without having found the secret key. The cryptosystem MORE has been crypt-
analyzed several times [11, 12].

A second attempt, to overcome the security flaws of the MORE encryption scheme
and to build a secure fully homomorphic encryption scheme, is recently due to Wang
and Li [13]. The two authors retained almost the same conception of MORE except that
they proposed to change the ring Z=nZ by a non-commutative ring R and they used
square matrices of order 3 instead of square matrices of order 2. Despite the use of a
non-commutative ring R, clear messages always remain numbers that commute with
the elements of R.

Therefore an attack on the Wang and Li scheme is given by Gjøsteen and Strand in
[14]. Indeed, according to these authors: to attack the cryptosystem of Wang-Li, we
only need to distinguish the encryptions of 0 from a random encryption.

The two authors observed that the diagonal of the ciphertext matrix completely
determines the inversibility of the matrix, because an encryption of “0” cannot be
inverted. Thus, with a high probability, we can distinguish the non-zero elements of the
ring R from the zero elements. If the ring R is divisible, then there are no other
non-zero elements than ‘‘0’’. Finally, using a variant of the LU decomposition adapted
to the non-commutative rings, we can efficiently calculate the secret key matrix of the
scheme.

From what has come before, it can be pointed out that there are two types of fully
homomorphic encryption scheme constructions:
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• A noise-based construction that uses the bootstrapping technique as described in
Gentry’s framework. The advantage of this construction is its robust security, since
the schemes designed so far (based on this approach) are based on mathematical
problems arising from the theory of Euclidean lattices, which remains an immune
and complex theory. While the major disadvantage of this construction lies in the
slowness of its operations (especially the bootstrapping step) and the complexity of
its algorithms.

• A noise-free construction that uses matrix operations as described in the MORE
framework. This construction has the advantage of being very simple, easy to
implement and provides very fast operations for any processing on ciphertexts. The
main disadvantage of this construction lies in the security of the schemes designed
so far. The schemes based on the MORE framework were subject to IND-CPA and
IND-KPA attacks. A second disadvantage resulting from the MORE cryptosystem
is that it is just partially homomorphic even if its authors declare its fully homo-
morphy [10]. Indeed, this scheme is incapable of handling any type of processing
on ciphertexts. Let us take as an example the ciphertext C ¼ MOREðmÞ of the clear
message m ¼ N � 1, where N is the modulo used in this cryptosystem, if we
calculate C0 ¼ C2 and we decrypt the result we obtain m0 ¼ 1 6¼ m2 ¼ N � 1ð Þ2,
because the operations are performed modulo N.

Table 1. Classification and comparison of fully homomorphic encryption schemes [15]

Category ID Algorithm Public key Secrete key Ciphertext

Noise-based 1 Gentry [2] n7 n3 n1:5

2 Smart-Verc [3] Oðn3Þ n3 Oðn1:5Þ
3 Chunsheng [16] Oð2ngþ 1Þ Oð2ngÞ Oð2ngÞ
4 Improved Gentry [17] ~Oðk3:5Þ Hðk1:5Þ ~Oðk3:5Þ
5 SIMD Gentry [18] NN2t:N Oð2tÞ Oð2t:NÞ
6 DGHV [4] ~Oðk10Þ ~Oðk2Þ ~Oðk5Þ
7 CMNT [19] ~Oðk7Þ ~Oðk2Þ ~Oðk5Þ
8 Chunsheng [20] Oðk5Þ Oðk3Þ Oðk2Þ
9 Chunsheng [21] Oðn3Þ OðnÞ Oðn2Þ
10 Chunsheng [22] Oðn3 log nÞ Oðn log nÞ Oðn2 log nÞ
11 Batch DGHV [23] ~Oðk7Þ l:~Oðk2Þ
12 KSYC [24] ~Oðk10Þ ~Oðk5Þ ~Oðk5Þ
13 BV [7] Oðn2 log2 qÞ n: log q ðnþ 1Þ: log q
14 BGV [25] 2dn: log q 2d: log q 2d: log q
15 Brakerski [26] Oðk2 log2 qÞ k: log q ðkþ 1Þ: log q
16 Fan-Verc [27] 2d: log q d 2d: log q
17 GSW [28] Oðn2 log2 qÞ ðnþ 1Þ: log q nþ 1ð Þ2: log3 q
18 BV [29] nþ 1ð Þ2Oðlog qÞ n: log q nþ 1ð Þ2log2 q
19 CWZS [30] Oðn2 log qÞ nþ 1 nþ 1ð Þ log q
20 TXWW [31] Oðn2 log2 qÞ nþ 1ð Þ log q nþ 1ð Þ log q

(continued)

154 A. El-Yahyaoui and M. D. Ech-cherif El Kettani



The results of this table show that keys and ciphertexts of noise-based FHE
schemes, currently known, are gigantic sizes. This was expected, because the homo-
morphy in these cryptosystems is obtained by adding huge noise to cleartexts. These
larger sizes have a major impact on the performance of FHE algorithms in terms of
memory and runtime. On the other hand, the complexity of ciphertexts in free-noise
FHE schemes is acceptable compared to noise-based FHE schemes. But the security of
this category of schemes is weak and the majority of these schemes was broken.

2.2 Our Proposition

A first objective of the present encryption scheme [35] is to improve the runtime in
fully homomorphic encryption. For this reason, we will adopt the MORE framework as
the basis of construction instead of the Gentry’s one which requires a very slow
bootstrapping step. Our second objective is to overcome the dramatic problem of
security in previous cryptosystems. We propose a more secure cryptosystem than its
predecessors do and resistant to IND-CPA and IND-KPA attacks. Finally, we aim to
ensure that our cryptosystem is fully homomorphic, that is to say it allows executing
any type of processing on encrypted data. Therefore, the choice of a well-adapted clear
space is paramount to concretize the entire homomorphy of our cryptosystem. We
intend to use the binary space, sanctioned by the two operations XOR and AND, (this
is the ring Z=2Z) as clear space for our encryption scheme. In addition to this, we use a
homomorphic transform that converts a bit into a quaternion of Lipschitz. This makes it
possible to randomize bits to ensure that the diagonal gives no useful information about
the clear (avoid the attack of the cryptosystem of Li-Wang).

Our cryptosystem is resistant to IND-CPA and IND-KPA attacks by the
non-commutativity of the ring of the Lipschitz quaternions and by the use of a smaller
clear space (the ring Z=2Z). It inherits its homomorphy on the one hand from the
matrix operations and on the other hand from a new homomorphic transform, between
the ring Z=2Z and the ring of the Lipschitz integers. Its complete homomorphy is
obtained by manipulating these Lipschitz integers using an even modulo ðn ¼ 2:p:qÞ.

Table 1. (continued)

Category ID Algorithm Public key Secrete key Ciphertext

Free-noise 21 XBY [32] NA O kmð Þ OðkmÞ
22 MORE [10] NA O 2kð Þ Oð2kÞ
23 LI-WANG [13] NA O 3kð Þ O 3kð Þ
24 Yagisawa [33] 64: log q Oð1Þ OðqÞ
25 Wang [34] Q O qð Þ O 64qð Þ
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2.2.1 Mathematical Background

Quaternionique Field H

A quaternion is a number in his generalized sense. Quaternions encompass real and
complex numbers in a number system where multiplication is no longer a commutative
law.

The Irish mathematician William Rowan Hamilton introduced the quaternions in
1843. They now find applications in mathematics, physics, computer science and
engineering.

Mathematically, the set of quaternions H is a non-commutative associative algebra
on the field of real numbers R generated by three elements i; j and k satisfying relations:
i2 ¼ j2 ¼ k2 ¼ i:j:k ¼ �1. Concretely, any quaternion q is written uniquely in the
form: q ¼ aþ biþ cjþ dk where a; b; c and d are real numbers.

The operations of addition and multiplication by a real scalar are trivially done term
to term, whereas the multiplication between two quaternions is termed by respecting
the non-commutativity and the rules proper to i; j and k. For example, given q ¼
aþ biþ cjþ dk and q0 ¼ a0 þ b0iþ c0jþ d0k we have qq0 ¼ a0 þ b0iþ c0jþ d0k such
that: a0 ¼ aa0 � ðbb0 þ cc0 þ dd0Þ, b0 ¼ ab0 þ a0bþ cd0 � c0d, c0 ¼ ac0 � bd0 þ ca0 þ
db0 and d0 ¼ ad0 þ bc0 � cb0 þ a0d.

The quaternion �q ¼ a� bi� cj� dk is the conjugate of q. qj j ¼ ffiffiffiffiffi
q�q

p ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2 þ d2

p
is the module of q. The real part of q is Re qð Þ ¼ qþ �q

2 ¼ a and the
imaginary part is Im qð Þ ¼ q��q

2 ¼ biþ cjþ dk.
A quaternion q is invertible if and only if its modulus is non-zero, and we have

q�1 ¼ 1
qj j2 �q.

Reduced Form of Quaternion
Quaternion can be represented in a more economical way, which considerably alle-
viates the calculations and highlights interesting results. Indeed, it is easy to see that H
is a R-vectorial space of dimension 4, of which ð1; i; j; kÞ constitutes a direct
orthonormal basis. We can thus separate the real component of the pure components,
and we have for q 2 H; q ¼ ða; uÞ such that u is a vector of R

3. So for q ¼
ða; uÞ; q0 ¼ ða0; vÞ 2 H and k 2 R we obtain:

1 qþ q0 ¼ ðaþ a0; uþ vÞ and kq ¼ ðka; kuÞ
2 qq0 ¼ ðaa0 � u:v; avþ a0uþ u ^ vÞ Where ^ is the cross product of R3.
3 �q ¼ ða;�uÞ and qj j2¼ a2 þ u2.

Ring of Lipschitz Integers
The set of quaternions defined as follows: H Zð Þ ¼ fq ¼ aþ biþ cjþ dk=a; b; c; d 2
Zg Has a ring structure called the ring of Lipschitz integers. H Zð Þ is trivially
non-commutative.

For r n 2 N
�, the set of quaternions: H Z=nZð Þ ¼ fq ¼ aþ biþ cjþ dk=a; b; c; d 2

Z=nZg has the structure of a non-commutative ring.
A modular quaternion of Lipschitz q 2 H Z=nZð Þ is invertible if and only if its

module and the integer n are coprime numbers, i.e qj j2 ^ n ¼ 1.
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Quaternionique Matrices M2ðH Z=nZð ÞÞ
The set of matrices M2ðH Z=nZð ÞÞ describes the matrices with four inputs (two rows
and two columns) which are quaternions of H Z=nZð Þ: This set has a non-commutative
ring structure.

There are two ways of multiplying the quaternion matrices: the Hamiltonian pro-
duct, which respects the order of the factors, and the octonionique product, which does
not respect it.

The Hamiltonian product is defined as for all matrices with coefficients in a ring
(not necessarily commutative). For example:

U ¼ u11 u12
u11 u22

� �
; V ¼ v11 v12

v21 v22

� �

) UV ¼ u11v11 þ u12v21 u11v12 þ u12v22
u21v11 þ u22v21 u21v12 þ u22v22

� �

The octonionique product does not respect the order of the factors: on the main
diagonal, there is commutativity of the second products and on the second diagonal
there is commutativity of the first products.

U ¼ u11 u12
u21 u22

� �
;V ¼ v11 v12

v21 v22

� �

) UV ¼ u11v11 þ v21u12 v12u11 þ u12v22
v11u21 þ u22v21 u21v12 þ v22u22

� �

In our chapter, we will adopt the Hamiltonian product as an operation of multi-
plication of the quaternionique matrices.

Schur Complement and Inversibility of Quaternionique Matrices
Let R be an arbitrary associative ring, a matrix M 2 Rn�n is supposed to be invertible
if 9N 2 Rn�n such that MN ¼ NM ¼ In where N is necessarily unique.

The Schur complement method is a very powerful tool for calculating inverse of

matrices in rings. Let M 2 Rn�n be a matrix per block satisfying: M ¼ A B
C D

� �
such

that A 2 Rk�k.

Suppose that A is invertible, we have: M ¼ Ik 0
CA�1 In�k

� �
A 0
0 As

� �

Ik A�1B
0 In�k

� �
where As ¼ D� CA�1B is the Schur complement of A in M.

The inversibility of A ensures that the matrix M is invertible if and only if As is

invertible. The inverse of M is: M�1 ¼ Ik �A�1B
0 In�k

� �
A�1 0
0 A�1

s

� �

Ik 0
�CA�1 In�k

� �
¼ A�1 þA�1BA�1

s CA�1 �A�1BA�1
s

�A�1
s CA�1 A�1

s

� �
.
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For a quaternionique matrix M ¼ a b
c d

� �
2 R2�2 ¼ M2ðH Z=nZð ÞÞ where the

quaternion a is invertible as well as its Schur complement as ¼ d � ca�1b we have M

is invertible and: M�1 ¼ a�1 þ a�1ba�1
s ca�1 �a�1ba�1

s
�a�1

s ca�1 a�1
s

� �
:

Therefore, to randomly generate an invertible quaternionique matrix, it suffices to:

• Choose randomly three quaternions a; b and c for which a is invertible.
• Select randomly the fourth quaternion d such that the Schur complement as ¼

d � ca�1b of a in M is invertible.

2.2.2 A Noise-Free Fully Homomorphic Encryption Scheme

Homomorphic Transform
In this work we will be based on the fully homomorphic encryption scheme described
below. It is a noise-free cryptosystem, based on the Lipschitz quaternions and uses a
homomorphic transform to encode bits into quaternions as it is described below:

Any bit r 2 Z=2Z ¼ f0; 1g can be encoded into a Lipschitz quaternion according
to a homomorphic transform whose operations on the quaternions retain those on the
bits. This transform can be given as follows:

bitToQuatern : r 2 Z=2Z 7! bitToQuaternðrÞ ¼ mþ 2‘iþ pjþ qk 2 H Zð Þ such
that m; ‘; p; q are randomly chosen integers verifying the two conditions: m � r½2� and
p � q½2�. The inverse transform that will be named quaternToBit is given by:
quaternToBit qð Þ ¼ Re qð Þ½2�.
Key Generation

– Bob generates randomly two big prime numbers p and q.
– Then, he calculates n ¼ 2:p:q.
– Bob generates randomly an invertible matrix

K ¼
a1;1 a1;2 a1;3
a2;1 a2;2 a2;3
a3;1 a3;2 a3;3

0
@

1
A 2 M3 H Z=nZð Þð Þ.

– Bob calculates the inverse of K, Which will be denoted K�1.
– The secrete key is ðK;K�1Þ.

Encryption
Lets r 2 Z=2Z ¼ f0; 1g be a clear text. To encrypt r Bob proceed as follows:

– Using the transform bitToQuatern, Bob transforms r into a quaternion:
m ¼ bitToQuaternðrÞ 2 H Z=nZð Þ.

– Bob generates a matrix M ¼
m r3 r4
0 r1 r5
0 0 r2

0
@

1
A 2 M3 H Z=nZð Þð Þ such that ri 2

H Z=nZð Þ8i 2 1; 5½ �½ � are randomly generated with r1j j � 0½2�.
– The ciphertext r of is C ¼ EncðrÞ ¼ KMK�1 2 M3 H Z=nZð Þð Þ.
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Decryption
Lets C 2 M3 H Z=nZð Þð Þ be a ciphertext. To decrypt C Bob proceed as follows:

– He calculates M ¼ K�1CK using his secrete key ðK;K�1Þ.
– Then he takes the first input of the resulting matrix m ¼ ðMÞ1;1.
– Finally, he recovers his clear message by calculating r ¼ quaternToBitðmÞ using

the quaternToBit transform.

Addition and Multiplication
Let r1 and r2 be two clear texts and C1 ¼ Enc r1ð Þ and C2 ¼ Encðr2Þ be their
ciphertexts respectively.

It is easy to verify, thanks to the bitToQuatern transform and matrix operations,
that:

Cmult ¼ C1 þC2 ¼ Enc r1ð ÞþEncðr2Þ ¼ Encðr1 � r2Þ. Such that� is the binary XOR.
Cadd ¼ C1:C2 ¼ Enc r1ð Þ:Encðr2Þ ¼ Encðr1 � r2Þ. Such that � is the binary AND.

2.2.3 Implementation Results [35]
We provide an implementation of our fully homomorphic encryption scheme with the
fully homomorphic capability, i.e. we implement the key generation, encryption,
decryption, add and mult operations.

The implementation is done using a personal computer with characteristics:
bi-cores Intel core i5 CPU running at 2.40 GHz, with 512 KB L2 cache and 4 GB of
Random Access Memory. The present implementation is done under JAVA pro-
gramming language using the IDE Eclipse platform.

Sec param
(bit)

Runtimes Sizes (Kbyte)
Key Gen Enc Dec Add Mult Secret

key
Ciphertext

256 0.12 s 20 ms 3 ms �1 ms �1 ms 2.25 1.125
512 0.31 s 36 ms 4 ms �1 ms 1 ms 4.5 2.25
1024 1.2 s 0.19 s 10 ms �1 ms 2 ms 9 4.5
2048 10.16 s 1.76 s 34 ms �1 ms 10 ms 18 9
4096 2.17 min 20 s 0.1 s �1 ms 27 ms 36 18

The fundamental results of our tests are summarized in the Table 1, for the security
parameter n that we used to generate the secret key. In this table we summarize the
main performances of our fully homomorphic encryption scheme. In one hand, we
observe that, even if encryption and decryption operations are approximately the same,
the runtime of encryption operation is significantly higher than the runtime of the
decryption operation. This excessive difference between the two operations is due to
the bitToQuatern transform, we note that the most of the encryption time is spent in
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transforming a bit r 2 f0; 1g to a quaternion of Lipschitz. Concerning the evaluation
operations, we observe that addition is always done in less than one millisecond and
multiplication is done in an optimized time. This is adequate in view of the fact that
matrix operations are simples. Therefore, these runtimes are practical in the context of a
cloud that has unlimited computation powers.

In the other hand, we note that the secret key size is of the order of some few
Kbytes for a given security parameter n. Moreover, the ciphertext size is about half the
secret key size. This is because the secret key consists of two matrices but the
ciphertext is just one matrix. All ciphertext sizes are fixe owing to the fact that we are
using a noise free fully homomorphic encryption scheme.

3 Homomorphic Optimizations [36]

Nowadays, we know many constructions of fully homomorphic encryption schemes
that allow arbitrary constructions over encrypted cloud data. Since the first apparition
of a fully homomorphic encryption scheme, a number of improvements have been
carried out and different implementations have been achieved. In this part, we will take
back to the literature and report the different optimization technics that are proposed to
improve the efficiency of fully homomorphic encryption.

In a context of outsourcing computations to a remote cloud server (Fig. 1), a client
that is characterized by its weak computation powers, low storage capacities and feeble
processing sends its encrypted big data to an outsized server to take care of storage and
processing. It is clear that we need two types of optimizations; we shall call it
client-side and server-side optimizations.

Concerning the server-side improvement, a server should be able to easily evaluate
functions on ciphertexts and store optimal ciphertexts in its databases. Thus, an
effective optimization should take in consideration ciphertexts expansion and runtime
of the homomorphic encryption scheme in server side. Among the solutions proposed
to this paradigm is batching fully homomorphic encryption [6, 8] using Chinese
Reminder Theorem (CRT), i.e. packing multiple plaintext messages into the slots of a
single ciphertext. If this method allows executing many operations in just one opera-
tion, it has the drawbacks that it does not permit to reduce ciphertext expansion and it
stretches the key size because the number of packed ciphertexts depends on the number
of the key factors. A second method to improve server-side performances is to com-
press ciphertexts using a polynomial which coefficients are plaintext messages [30],
this method cannot be used in client-side optimization, as the authors said, because
there is no method to unpack a polynomial ciphertext. In terms of data traffic, this
solution is optimal than the precedent because, here, the number of packed ciphertexts
do not depend on the modulus factors as in batching method.

Concerning client-side optimization, a client should be able to easily encrypt and
decrypt messages. Therefore, computations should be as fast as possible and the
uploaded data to the cloud should be as short as possible. The first ideas for decreasing
ciphertext expansion and improving runtime from client to cloud were proposed by
Lauter et al. in [30]. The authors present trans-ciphering from a symmetric encryption
algorithm to the fully homomorphic encryption scheme as a solution. Practically the
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client encrypts its data using a symmetric algorithm and encrypt the secrete key of this
symmetric algorithm using the private key of his fully homomorphic encryption scheme
and sends all ciphertexts to the cloud server. The cloud server stores the encrypted
symmetric secrete key and encrypted data in a large database. When the client asks the
cloud to evaluate a function on his encrypted data, the cloud evaluate homomorphically
the circuit of the symmetric algorithm using the public parameters of the fully homo-
morphic encryption scheme. This solution is efficient in client-side, because the
encryption is very fast, and in storage, because the cloud will store ciphertexts issued
from a symmetric algorithm, which sizes are equals to cleartexts. Many implementations
of this proposition have been done after. For example, in [6], Gentry, Halevi and Smart
evaluated the AES circuit using the BGV encryption scheme [3]; the homomorphic
evaluation of an AES-128 circuit takes more than 17 min with bootstrapping.

Surely, we have changed for the better the situation and have minimized the cost of
using a homomorphic scheme in practice. However, are these optimizations enough to
get a practical fully homomorphic encryption scheme? Intuitively, the response is
negative with no doubt.

In this work, we will focus on the third optimization solution and we will introduce
an improvement to the trans-ciphering method. For that reason, we use our noise-free
fully homomorphic encryption scheme to evaluate homomorphically the AES circuits.
We get ambitious result for different AES circuits (AES-128, AES-192 and AES-256)
and different homomorphic key sizes.

4 Homomorphic Evaluation of the AES Circuits [36]

Following we describe our homomorphic implementation of the AES circuits. Our
implementation is JAVA programming language based.

4.1 An Overview of the AES Circuits

The AES circuits are three categories: AES-128, AES-192 and AES-256. Each AES
circuit produces a cipher of its indexed size. AES round function operates on a 4 � 4
matrix of bytes. The key size used for an AES cipher specifies the number of repetitions
of transformation rounds that convert the plaintext into the final ciphertext. The number
of cycles of repetition are as follows:

• Ten (10) cycles of repetition for 128-bit keys.
• Twelve (12) cycles of repetition for 192-bit keys.
• Fourteen (14) cycles of repetition for 256-bit keys.

The basic operations that are performed during a round function are AddRound-
Key, SubBytes, ShiftRows and MixColumns. The AddRoundKey is a combination of
each byte of the current state with a block of the round key using the bitwise XOR. The
SubBytes operation is a non-linear substitution step where each byte is replaced with
another according to a lookup table. The ShiftRows is a transposition step where the
last three rows of the state are shifted cyclically a certain number of steps. Finally, the
MixColumns operations pre-multiplies the state matrix by a fixed 4 � 4 matrix.
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4.2 How to Represent an AES State

The ciphertext issued from our cryptosystem is a 3 � 3-quaternionique matrix that
encrypts one binary bit (a matrix represents one bit); an AES cipher is a matrix that
entries are bytes. To support operations we have created a new JAVA object to help in
AES evaluation, it is ByteMatrice and it is the equivalent of the Byte primitive in
JAVA. ByteMatrice is a JAVA class with eight attributes; each attribute is
3 � 3-quaternionique matrix. After evaluation, each AES byte will be represented by a
ByteMatrice element.

4.3 Homomorphic Evaluation of the Basic AES Operations [36]

AddRoundKey Operation
The AddRoundKey operation is a simple XOR operation between the current state and
a block of the round key.

SubBytes Operation
This operation is the only non-linear transformation. It converts 8bit data to other 8 bit
data. It uses operations over the field GFð28Þ where elements are treated as bit strings
with polynomial representation G Xð Þ ¼ X8 þX4 þX3 þXþ 1. Thus, every element of
GFð28Þ is a byte b7b6b5b4b3b2b1b0 considered as a polynomial:

b Xð Þ ¼ b7X
7 þ b6X

6 þ b5X
5 þ b4X

4 þ b3X
3 þ b2X

2 þ b1Xþ b0:

Addition over GFð28Þ: a7a6a5a4a3a2aa0 þ b7b6b5b4b3b2b1b0 ¼ c7c6c5c4c3c2c1c0
where c Xð Þ ¼ a Xð Þþ b Xð Þ which also gives ci ¼ ai � bi.

Multiplicat over GFð28Þ: a7a6a5a4a3a2aa0 � b7b6b5b4b3b2b1b0 ¼ c7c6c5c4c3c2
c1c0 where c Xð Þ ¼ a Xð Þ � b Xð ÞmodGðXÞ.

The definition of SubBytes Transformation is the serial transformation of the fol-
lowing two steps:

Take the multiplicative inverse in Galois Field GFð28Þ, the element byte
“00000000” = hex {00} is mapped to itself. Inverse Table is shown in the annex.

Then apply the affine transformation over GFð2Þ,. Binary “00000000” = Hex {00}
will be transformed into “01100011” = {63}.

b7
b6
b5
b4
b3
b2
b1
b0

2
6666666664

3
7777777775
¼

1 1 1 1 1 1 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1
1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1

2
66666666664

3
77777777775
�

a7
a6
a5
a4
a3
a2
a1
a0

2
6666666664

3
7777777775
�

0
1
1
0
0
0
1
1

2
666666664

3
777777775

When evaluating homomorphically AES circuit we use the inverse of the SubBytes
transformation as it is described below:
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The inverse affine transformation is executed. The inverse transformation will be
given in the following equation.

a7
a6
a5
a4
a3
a2
a1
a0

2
6666666664

3
7777777775
¼

0 1 0 1 0 0 1 0
0 0 1 0 1 0 0 1
1 0 0 1 0 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
1 0 0 1 0 0 1 0
0 1 0 0 1 0 0 1
1 0 1 0 0 1 0 0

2
66666666664

3
77777777775
�

b7
b6
b5
b4
b3
b2
b1
b0

2
6666666664

3
7777777775
�

0
0
0
0
0
1
0
1

2
666666664

3
777777775

Then perform the same multiplicative inverse in Galois Field GFð28Þ, according to
the Table 1.

ShiftRows Operation
The shifting of rows is a simple operation that only requires swapping of indices
trivially handled in the code. This operation has no effect on the noise.

MixColumns Operation
The MixColumns operation consists in the application of a linear transformation to
each column of the matrix state. Consider a column c ¼ c1; c2; c3; c4ð Þt such that ci is
an element of GFð28Þ, each column c is transformed to another column d as following:

d0
d1
d2
d3

2
64

3
75 ¼

02 03
01 02

01 01
03 01

01 01
03 01

02 03
01 01

2
64

3
75�

c0
c1
c2
c3

2
64

3
75

When evaluating homomorphically AES circuit we use the inverse of the Mix-
Columns transformation to get c from d as it is described below:

c0
c1
c2
c3

2
64

3
75 ¼

0E 0B
09 0E

0D 09
0B 0D

0D 09
0B 0D

0E 0B
09 0E

2
64

3
75�

d0
d1
d2
d3

2
64

3
75

Performances Results
The Table 1 shows the performances obtained after implementation. The implemen-
tation is done using a personal computer with characteristics: bi-cores Intel core i5 CPU
running at 2.40 GHz, with 512 KB L2 cache and 4 GB of Random Access Memory.
The present implementation is done under JAVA programming language using the IDE
Eclipse platform.
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For an AES-128 circuit and using an acceptable secure fully homomorphic
encryption key of 1024 bits, we observe that we obtain good performances. The circuit
is evaluated in about 18 min, which stays an ambitious runtime (Table 2).

5 Conclusion

In this chapter, we provided a general study of optimizations in fully homomorphic
encryption cryptography. Different technics exit today; it can be classified into two
main categories: client-side and server-side optimization technics. Trans-ciphering is
one of the efficient technics that can provide good performances in the client-side, in
terms of runtime execution, as it can provide significant data compression and optimal
storage in the server-side (cloud servers).

In this study, we focused on the trans-ciphering technique and we presented a
homomorphic evaluation of the AES three circuits, AES-128, AES-192 and AES-256.

We are employed a noise-free fully homomorphic encryption scheme based on
matrix operations. From our best knowledge, this is the first such attempt for this
category of homomorphic encryption schemes. The data are sent to the cloud server in
an AES encrypted form, by using a fully homomorphic encryption scheme we decrypt
homomorphically the encrypted mess and obtain an encrypted data under the homo-
morphic scheme.

To adapt homomorphic ciphertexts with AES inputs we have created a new JAVA
primitive, ByteMatrice, it is the equivalent of the JAVA Byte primitive but with matrix
elements. ByteMatrice allows as transforming an AES Byte input into a table of 8
matrices each matrix represent an encrypted bit.

We have obtained ambitious results for different security levels. For 1024 bits FHE
key parameters an AES-128 circuit can be evaluated in less than 18 min on a small
laptop. Performances can be improved by using a GPU implementation.

Table 2. AES circuits evaluation performances [36]

FHE param AES 128 AES 192 AES 256

256 bits 3 min 4,36 min 4,71 min
512 bits 6 min 7 min 10 min
768 bits 12 min 14 min 16,45 min
1024 bits 18 min 21 min 24 min
2048 bits 57 min 1 h 1 h 18 min
4096 bits 2 h 33 min 2 h 51 min 3 h 38 min
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Abstract. In the last decade, Service Level Agreements (SLAs) play
a pivotal role in Cloud Computing especially for guaranteeing quality,
availability and responsibility. SLA involves different actors including
customers and service providers. The problem that arises is how to estab-
lish an SLA contract between those actors and especially how to help
the customer to choose the provider that offers the adequate services.
Another important point is the measures to guarantee that the provider
respects its contract with the consumer. Our approach embraces model
driven engineering principles to automate the generation of the SLA con-
tract and its real-time monitoring. For this purpose, we propose three
languages dedicated respectively to the customer, the supplier, and the
contract specification. Since we cannot predict QoS values at advance,
we propose to use machine learning to learn QoS behavior at run-time.

1 Introduction

Cloud Computing (CC) environments contain several Cloud providers which
propose similar Cloud services/computing resources. Therefore, the consumer
has to choose the most suitable provider for his needs [32]. As of now, the dif-
ferentiating elements between Cloud Computing solutions are Quality-of Service
(QoS) and the Service Level Agreements (SLAs).

Indeed, Service Level Agreements play a pivotal role in CC. The revolution-
ary CC technology offers a scalable and flexible paradigm where infrastructure,
platform, and software are offered to users in the form of services. The provi-
sioning of these computing services by Cloud providers are regulated by SLAs
[33]. In the software and telecommunications domains, SLAs are one of the most
common approaches for specifying some form of mutual understanding about
business transactions between a Cloud provider (seller) and a Cloud consumer
(buyer). SLAs comprise also non-functional requirements of the service repre-
sented as QoS.
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QoS of the Cloud includes features such as performance (e.g. service response
time, throughput) and availability of service. Thus, an SLA represents functional
and non-functional properties of services and serves as a way for controlling and
managing these properties. Typically, an SLA is a bilateral binding statement
signed between prospective signatories, over the agreed terms and conditions of
the given service [4]. Quality of Service properties that must be maintained by a
provider are generally defined as a set of Service Level Objectives (SLOs). SLA
also includes obligations, details of service pricing and penalties for violations
of agreements. These properties need to be measurable and must be monitored
during the provision of the service. An SLA also sets out the remedial action
and any penalties that could take effect if performance falls below the promised
standard.

We report on research investigating the use of Model Driven Engineering
(MDE) principles and technologies for making Cloud SLAs easier to write. Our
goal is to automate the SLA specification and establishment process. We started
by attempting to identify some shared Cloud SLA terminology, through analy-
sis of some leading Cloud providers. From this, we have defined three relevant
metamodels to specify Cloud SLA. As for the continuously ranking of services
based on QoS parameters, it relies on machine learning.

The rest of this chapter is organized as follows: Sect. 2 presents the related
work. Section 3 provides a global overview of SLA, MDE and machine learn-
ing. Section 4 describes in detail the provider, consumer and contract metamod-
els. Section 5 presents the Reinforcement Learning used for filtering services.
Section 6 describes how the SLA contract is created and gives some implemen-
tation details of the tool support. Finally, Sect. 7 summarizes this chapter.

2 Related Work

Recent research and industry efforts have focused on developing monitoring tech-
niques, platforms, and frameworks that can assist Cloud providers in tracking
the SLA violations of service quality requirements. For trustworthy Cloud ser-
vices, effective mechanism for monitoring performances and detection of SLA
violations are necessary. This is to increase the end user’s trust level towards the
Cloud service providers.

Authors in [1] presented a BPEL (Business Process Execution Language)
based monitoring framework for Web services in Cloud environments. This
framework collects information from the Cloud, analyzes the information, then
takes corrective actions when SLA violations are detected. The framework’s run-
time monitoring is based on workflow patterns as composed in BPEL. However,
this framework is limited to monitoring the response time QoS requirement.

The study in [2] introduced a SLA-aware-Service (SLAaaS) Cloud model
that integrates QoS and SLA into Cloud services. Their experiments on online
Cloud services through various case studies have successfully demonstrated the
capability of the model to provide request response time, availability, resource
usage and resource cost guarantees. Other metrics such as service throughput
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and energetic cost are yet to be evaluated in the future. A Cloud application SLA
violation detection model, CASViD, is proposed in [3]. This model uses resource
allocation, scheduling, and deployment tools to monitor and detect SLA viola-
tions at the Application Layer. Being tested in a real Cloud environment, the
model has demonstrated its capability in monitoring, detecting SLA violations
and suggesting effective measurement intervals for various workloads. However,
it is efficient only with a single application SLA violation situation. More exper-
iments are yet to be conducted on multi-tier applications in the future.

The study in [4] proposed a QoSAECC framework that could simultaneously
monitor and dynamically analyze QoS attributes such as security, performance,
timeliness, throughput and reliability as promised by the service providers in
SLAs. However, capability of this framework is yet to be tested in the Cloud
platform.

Overall, these monitoring solutions have focused on some specific quality
attributes (e.g., performance) and some of them lack mechanisms to aggregate
multiple quality attributes or parameters for a service consumer, which is a crit-
ical aspect of monitoring. To the best of our knowledge, there is a need for
approaches that monitor the specific non-functional characteristics of Cloud ser-
vices and that allow the flexibility of adding and modifying monitoring require-
ments at run-time. These changes in monitoring requirements can be due either
to the renegotiation of SLAs or the need to know the quality characteristics
of a service that was not of interest when the monitoring requirements were
established.

Another point to consider is the reputation. Reputation is generally said
or believed to be about a person’s or thing’s character or standing. Related
to products and services, it is the subjective opinion based on feelings, past
experiences and the viewpoint of a circle of “trustful” people. Reputation is
often used in the sense of the community’s general reliability and trustworthiness
evaluation of a service entity [5,6]. Therefore, this trust reputation needs to be
gathered, collected and filtered in order to generate the most trustful reputation
associated to a service, a product or a user. The process of formalizing trust
reputation can be done from different perspectives. For that purpose, Trust
Reputations Systems (TRS) are available tools that address trust reputation
using algorithms to calculate the most reliable evaluation [5,6,14,15].

Researchers propose models that handle reputation concepts and introduce
trust management from a social approach. Human sciences is the most important
source of inspiration. But the way the trust assessments is managed differs from
one trust model to another. Indeed, there are various computational trust models
in the literature [7,8].

Different classifications of trust models have been established based on dif-
ferent criteria such as the paradigm type [9], and the representation of trust
[10]. By considering the paradigm type, models are classified as cognitive [11]
or probabilistic [12]. As for the trust representation, they are classified following
the composition of the trust assessment component. Some models use a single
value that represents the trust assessment [13], while others propose multiple



170 M. El Hamlaoui et al.

values. For example, Beta Reputation System [4] formulates a trust assessment
as a vector of three values (i.e. belief, disbelief, and uncertainty) in addition to
some constraints and formulas used while calculating those values. Guha et al.
[30] proposed a model that handles an assessment of trust and distrust, and put
forward an algorithm for the propagation of those values inside the system.

Those classifications show how many trust models exist in the literature and
how existing trust models differ from one another. But none of these approaches
give a dynamic trust reputation model that takes into account the Cloud Com-
puting environment.

3 Fundamental Concepts

3.1 Service Level Agreement

SLA specifies the conditions under which a certain service is provided to a cus-
tomer. The agreement should be well defined and formed to remove the ambi-
guity in any SLA agreement. It is used to ensure the quality of the services and
define functional and non-functional terms to meet business requirements. Qual-
ity attributes such as availability, accessibility, reliability, performance, response
time and security are provided in the SLA to ensure that consumers get the
service they paid for. Obviously, consumers are intended to predict the service
level from these quality indicators, and they select the level of service that meets
their business needs and goals.

To ensure that the SLA terms are not violated, continuous monitoring and
reporting is required. In case of violations, some actions may take place, includ-
ing charging the service providers (penalties). Thus, an SLA defines and specifies
quality indicators and metrics to allow monitoring and reporting of the provi-
sioned services. Therefore, they can be used to negotiate, agree and manage
services.

3.2 Approaches for Defining SLA Penalty Functions

Currently, there are various ways to express penalties, some simpler (e.g. a flat
rate for the entire SLA, or a linear proportionality per guarantee) and others
more complex. In this section, we present an overview of some approaches for
defining SLA penalty functions. These various approaches, however, do not sat-
isfy all of the requirements for formulating complex penalty expressions in a
single unambiguous model.

In [29], Becker et al. proposed a price function over achieved QoS. Subtract-
ing from the agreed price provides the penalty, so the price function can also be
considered to be the penalty function. Rewards are also possible using their app-
roach. The main drawback is the impossibility to express penalties that involve
more than one QoS property while these properties can be correlated. Jurca
and Faltings [22] suggested a method for calculating penalties based on a repu-
tation mechanism, where all customers evaluate the quality of the service they
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received. The authors take measures to avoid false voting for price reduction
or other fraud. However, this approach can only be combined with classes of
service.

In [23], Rana et al. discussed monitoring and reputation mechanisms for
SLAs. The authors defined three broad penalty categories based on EU contract
law: all-or-nothing, partial and weighted partial. However, they did not present
a complete mathematical model. Kosinski et al. presented in [24] a mathematical
formulation of penalty functions applied to networking. Relationships between
different properties are captured and policies are defined depending on such rela-
tionships and their respective combinations. These policies are captured within
‘subcontracts’ (i.e. sections of a single SLA) and failures are calculated using
a pre-specified taxonomy (number of violations, amount of violations, etc.). In
[25], Serrano et al. expressed the SLA violation penalty as a linear function
depending on the penalty rate and delay time. Finally, in [26,27] Emeakaroha
et al. presented the utility function that considers both the provider profit as
well as the cost associated with the effort of detecting SLA violations and the
penalty cost of violations.

3.3 Some Notions About MDE

Model-Driven Engineering (MDE) refers to the systematic use of models as
first class entities throughout the software development life cycle. Model-driven
approaches shift development focus from code expressed in third generation pro-
gramming languages to models expressed in domain-specific modeling languages
[12]. MDE increases productivity and reduces time to market by enabling the
development of complex systems using models defined with concepts that are
much less bound to the underlying implementation technology and much closer
to the problem domain.

Over the last few years, many MDE technologies have been conceived for
developing domain specific modeling languages (DSMLs), and for supporting
a wide range of model management activities. Moreover, MDE offers various
facilities for building programming frameworks based on the structure of DSML
metamodels. These facilities have different degrees of automation, ranging from
fully automatic programming framework generation (with support for model
persistency, model validation, transactions. . . ) to simple Java class generation.
The relevance of MDE is evidenced also by the increasing interest in many sci-
entific endeavours, active technology projects, and numerous industrial projects
ranging from direct applications of MDE concepts and tools to the development
of MDE foundations [19].

3.4 Machine Learning

Machine learning is the science of getting computers to act without being explic-
itly programmed. In recent years, machine learning has given a possibility to
develop a variety of application including health-care, natural language process-
ing, self-driving cars.
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Reinforcement Learning (RL) [28] is a type of machine learning. It allows
machines and software agents to automatically determine the optimal behavior
within a specific context. In order to maximize its performance, simple reward
feedback is required for the agent to learn its behavior. This is known as the
reinforcement reward. In a RL model, a software agent is connected to the com-
puting environment through perception and action. At each episode, the agent
chooses an action starting from a state and gets a reward (reinforcement). Thus,
the agent must choose the actions that tend to increase the long term sum of
reward values.

4 Proposed Metamodels

4.1 Provider SLA Metamodel

Before constructing the CloudProvider metamodel we have analyzed relevant
related work, in particular [14–19], to determine the common ways of specifying
SLA concepts and structure. Thus, the development of this metamodel is objec-
tive as it is inspired by the latest cited work. Providers can express functional
and non-functional offers that want to be satisfied. The CloudProvider meta-
model will be used by the Cloud provider to express a configuration he might
offer to satisfy the functional, non-functional and QoS requirements defined by
the Cloud customer. Also it contains concepts to specify Cloud environment and
the different services and resources.

As shown in Fig. 1, the SLA meta-class defines different services. There are
different categories of services (SaaS, PaaS, IaaS), here we present only SaaS
categories composed with: Computing units, Storage or Networking, presented
as sub-classes of the Resource meta-class to define the service type. Also, to cope
with the change in technology domain and time, other concepts can be incorpo-
rated. For example, with the wide adoption of Cloud Computing, non-functional
parameters should be an integral part of SLA. Furthermore, pre-defined Cloud
providers provide an SLA for each service, e.g. Amazon (EC2 SLA and S3 SLA)
and RackSpace (Cloud Server SLA, Cloud Files SLA and Cloud Load Balancer
SLA). The Service class refers to the QoS meta-class. Availability, adaptabil-
ity, interoperability, reliability, modifiability are a specification of QoS (Fig. 2
presents the enumeration being used). In our context, Availability can be calcu-
lated in terms of uptime and downtime, which are described as low level param-
eters. Figure 1 illustrates that the attribute of Availability is called the attribute
of type AvailabilityAttr. AvailabilityAttr is an enumeration that defines upTime,
downTime and incidentTime. The enumerated type AvailabilityAttr specifies the
availability quality. For example, different attributes of Reliability include Mean
Time TO Repair (MTTR), Mean Time Between Failure (MTBF) and Max Time
To Recover (MaxTTR). Thus a Cloud provider define their QoS concepts using
specific terminology. The same definition manner applies for interoperability and
data security.
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Fig. 2. Enumeration description

4.2 Customer SLA Metamodel

Figure 3 illustrates the proposed CloudCustomer metamodel which is a mean
for Cloud consumers to define and specify their SLA. The metamodel defines
the abstract syntax of the SLA, e.g., it defines the main classes of the SLA,
their attributes, constraints and rules to form consumer SLA models. Indeed,
the metamodel is similar to the provider metamodel and the main difference is
that the Billing meta-class is not included.

4.3 Contract SLA Metamodel

Once the Cloud customer expresses its requirements for a set of abstract ser-
vices, the Cloud provider provides the right service instance and automatically
determines the appropriate resources required from the infrastructure layer in
order to respect the QoS requirements of his consumers. In a final step, an agree-
ment is established between these two parties. Our proposed metamodel (Fig. 4)
describes QoS guarantees in the form of SLO clauses. One of the novelties is the
integration of features dealing with QoS uncertainty and Cloud fluctuations, such
as penalty. The penalties are applied in case of SLA violations, to compensate
Cloud service customers.

An SLA contract is composed of several elements: a section defining the
parties involved in the agreement, a section describing the validity of the agree-
ment, Cloud services, Parameters, Guarantees, Billing and Terminations. Firstly,
Party is an abstract meta-class that defines the parties involved in the agree-
ment: the signatory parties, namely Cloud service provider and Cloud customer,
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Fig. 3. CloudCustomer metamodel

and trusted third party involved in monitoring SLAs in real time. Secondly, the
Cloud services meta-class presents a description of the services defined in the
SLA, which refers to any XaaS service (SaaS, PaaS or IaaS). It also contains
Parameters of QoS that will be used in the specification of the obligations.
Parameters provide a way to define metrics in the context of the agreement that
should be used in other sections. The metrics are evaluated by measurement
guidelines. We propose two types of values: optimal and minimal. The difference
is that the second one contains the minimal value allowed for a parameter. The
third principal meta-class is Obligation; it presents the obligations of the SLA.

The Guarantees meta-class contains a set of guarantees. Each guarantee con-
sists of two elements: SLOs and Penalties. A guarantee term contains one or
more Objectives (SLO). Each objective defines an expression that must be met
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Fig. 4. Contract metamodel

according to a precondition. An expression formulates a constraint and it is char-
acterized by a Metric, a Comparator and a Threshold. We define a priority for
each objective to take into account the customer QoS preferences. The validity
defines how long an agreement is valid. In case of SLA violation, penalties are
applied to the service provider in order to compensate the consumer for tolerat-
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ing the service failure. The compensation can be applied either as a constant or
variable rate. Our metamodel supports two types of Billing: Pay as You Go and
All-in package. Finally, the Agreement starts on effectiveFrom and ends on the
earlier of the effectiveUntil (SLAContract meta-class) or in accordance with Ter-
minations section. Reputation meta-class contains the reputation value assigned
to the Cloud provider which is calculated by using the Reinforcement Learning
presented in the next section.

5 Reinforcement Learning for Service Selection

Our aim is to transform the service ranking and selection process into a decision
making problem, and use the Reinforcement Learning technique to solve it.

5.1 Modeling Service Selection Problem

The service is modelled by (Id, Metrics):

• ID is the identifier of the Web service,
• Metrics is a tuple <att1[val1, val2]; att1[val1, val2]...attn[val1, val2]>, where

each atti denotes a QoS attributes of the services.

QoS refers to the quality of a service, it can respond to a query, perform
related tasks with a certain quality of service, and provide quality of service to
meet expectations. In the Web services domain, the most commonly used non-
functional attribute parameters include cost, response time, availability, security,
reliability, and reputation. In this chapter, we focuses primarily on general prop-
erties related to the performance of the web service, namely the cost of the
service, the response time, reliability, availability. The definition of each param-
eters is as follows:

• Cost: qc(s), represents the cost that the consumer must pay to invoke the
service.

• Service availability: qa(s) = T (s)
t , where t is a time interval and T (s) is the

execution time of a service in the time interval.
• Response Time: qt(s) = Te + Tt, where Te is the execution time of the service.

Tt is the communication time between the service consumer and the service
providers.

• Service Reliability: qr(s) = Ns

Nt
, where Ns is the number of successful services

execution. Nt is the total number of invoked services.

We use Markov Decision Process to model service selection. A service selec-
tion problem based on a MDP is a 6-tuple <S, s0, st, A(s), P,R> where:

• S: a finite set of states representing the requested services.
• s0 ∈ S: is an initial state, the state before the execution of the actions. That

is, the initial value of the selection process.
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• st ∈ S: is the set of terminal states, also denotes the set of objective state for
the user. Arriving at one of these states, the service selection ends.

• A(s): is the set of services in a certain state s ∈ S. It is composed of web
services whose preconditions are satisfied at the current state.

• P : [Piaj ]S × A × S → [0, 1]: The transition function for the agent. It means
the probability of the system going to the next state by calling the services
available in current states, which can also be interpreted as the reliability of
this service.

• R : [Riaj ]S × A → R: is the reward that the agent receives when he transfers
from the state s state to s’ after calling the service a.

As the environment of a service selection keep changing, both the state tran-
sition functions and the reward functions change with time. Thus, we choose to
learn the optimal service selection at runtime. The proposed approach does not
require prior knowledge about the QoS attributes of the component services, but
is able to select the optimal services through learning. To apply Reinforcement
Learning, an important issue is to define the reward of the learning process. As
the ultimate objective of our mechanism is to maximize user satisfaction. The
reward should be a certain measure of user satisfaction. we use QoS parameters
to define the reward function R.

5.2 Applying Reinforcement Learning

The previously introduced service selection model allows to integrate multiple
alternative services. The RL system can dynamically select at each time the
optimal one that would give the best possible reward or reputation. This reward
is calculated using QoS metrics. Theoretically, when the reward or reputation
is known (e.g. P and R are known), the optimal decision can always be calcu-
lated. However, this is not true in practice, we cannot have complete knowledge
of the execution results of a service as they are not always predictable before
interacting with the dynamic environment where service are consumed. Thus,
state transition functions and reward functions change over time. Because of the
above problems, we choose to learn the optimal decision at run-time through
the use of Reinforcement Learning.

In what follows, we introduce a Reinforcement Learning schema to select ser-
vices based on MDP. We first give a brief overview of a Reinforcement Learning
algorithm called Q-Learning. Following this, we show how to apply Reinforce-
ment Learning to the service selection problem (how to calculate the reward
function so as to obtain service reputation).

5.3 Q-Learning Algorithm

In Reinforcement Learning [34], the task is to learn what is the best service
or services (composite service) that maximizes the amount of expected reward.
As the selection must improve over time, it is expected to be learned contin-
uously. Therefore, the cumulative reward consisting of starting from a state st
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and following a policy π is defined as:

V π(st) = rt + γrt+1 + γ2rt+2 + ... =
∞∑

i=0

γirt+i (1)

To facilitate the learning process, Q-Learning [34] uses a Q function to sim-
ulate the cumulative reward. This function represent the quality of the couple
(s, a), it can be obtained from V(s). Let s be the current state. Let a be the
action taken by the agent. Let s’ be the resulting state of action a. Then, the Q
function of taking action a at state is:

Q(s, a) =
∑

s′
P (s′|s, a)[R(s′|s, a) + γmaxa′Q(s′, a′)] (2)

The update is done following the equation:

Q(s, a) ← Q(s, a) + α[r + γmaxa′Q(s′, a′) − Q(s, a)] (3)

To successfully apply a Reinforcement Learning algorithm to the selection
problem, the key is to define the reward function in the learning process. To
use various quality of service parameters into a single return value, the reward
function in our method is defined as follows:

r =
m∑

i=1

wi × Attsi − Attmin
i

Attmax
i − Attmin

i

(4)

Where Attsi represents the observed value of the ith attribute of service s,
and Attmax

i and Attmin
i represent the maximum and minimum values of Atti for

all services. wi is the weighting factor of Atti. wi is positive if users prefer Atti
to be high (e.g. availability). wi is negative if users prefer Atti to be low (e.g.
cost and response time).

This recursive definition of Q forms the basis of the Q-Learning algorithm. Q-
learning starts with some initial values of Q(s, a), and updates Q(s, a) recursively
using the actual reward received by the agent in a trial and error process. The
input of the Q-learning algorithm are P and R. P represent the reliability of
the service and R represent the agregation of QoS parameters. the Q-learning
algorithm learn R and P at runtime. The complete learning process is represented
in the following algorithm:

The dynamic nature of the Cloud environment and the increasing number of
available services may cause several issues. Thus the use of Reinforcement Learn-
ing to monitor and learn service execution will allow ranking services continu-
ously and transparently for potential consumers. By combining execution and
learning, the proposed approach achieves self-adaptivity automatically. When
the environment changes, a service selection will change its policy accordingly,
based on its new observation of reward.
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Algorithm 1. Q-Learning Algorithm for service selection
Input : P availability of the service and R reward
Output: List of ranked services

1 Initilaze Q → 0, ∀(s, a) ∈ (S, A);
2 for each episode do
3 t ← 0;
4 Initilaze initial state s0;
5 L=set of services repeat
6 Choose action a = at = π(st);
7 Observe next state s′ = st+1 and reward r = rt;
8 Use experience to update Q:
9 Q(s, a) ← Q(s, a) + α[r + γmaxa′Q(s′, a′) − Q(s, a)];

10 until final state;
11 ;

12 end
13 L=set of ranked services by Q(s, a);

6 SLA Contract Creation

6.1 Composition Process

Our main concern is to find matches between Cloud consumer requirements
and Cloud provider offers based on a set of metrics. Once the adequate offer
is selected, the next step is to establish the contract. Within our approach,
the contract is viewed as a target model resulting from the composition of two
models. The first one expresses the consumer requirements while the second one
refers to the selected offer.

Generally, the model composition operation is not considered as a one block
operation, but it is decomposed into two main steps: matching and composition.

• Matching step: during this step, correspondences between the source model
elements are identified through comparison strategies (string matching, signa-
ture based comparison...). In our case, this is simply done by corresponding
the Availability, Reliability and Service instances expressing the consumer
requirements to their related counterpart belonging to the selected offer.

• Composition step: this step uses the established correspondences to compose
the source models. Typically, matching elements are combined into one target
element, while elements with no corresponding are transcribed in the com-
posed model. For example, the CloudService instance is generated by merging
two corresponding services (belonging to the provider and consumer models).
As for the data security level proposed by the provider (it is not expressed
as a consumer requirement), it is transformed into a SLAParameter defining
the contract SLO.

It is worth noting that the proposed process cannot ensure a complete gener-
ation of the contract. Some related elements cannot be derived from the source
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models (e.g. penalties) and require to be manually added. Besides, the gener-
ation of the contract can be performed by transforming the provider offer and
thereafter weaving the consumer information. However, even if the consumer
requirements model is not necessary, we opted for a composition based genera-
tion for the contract. By this means, it is possible to preserve correspondences
between the consumer requirements, the proposed offer and the contract.

6.2 Proposed Tool

Our approach for SLA establishment embraces MDE principles to automate the
SLA document generation (as shown in Fig. 5).

Fig. 5. SLA establishment tool

We propose to use DSMLs to express the SLA contract requirements and the
Cloud provider offers. DSMLs can be used for different purposes: Editors, Docu-
mentation Generators, Checkers, Simulators, Compilers, Translators, etc. In this
work, we use DSML for an Editor purposes to construct a model that we are
going to verify its properties to decide the actions to perform. In our context,
we used the Eclipse Modeling framework (EMF) as a domain specific model-
ing environment for the definition of metamodels and tools to generate model
editors. EMF is a modeling framework and code generation facility for build-
ing applications based on a structured data model. In addition, EMF provides
the foundation for interoperability with other EMF-based tools and applications
[22].

Once our model has being constructed, a M2T (Model To Text) transforma-
tion is performed in order to generate an equivalent of our model in a textual
format. For this, we use Acceleo [31], which is an open-source project that aims
to provide a code generator (transferring models into code) for the people who
aim to profit from a Model-driven approach in order to increase their software
development productivity. In terms of support for the SLA establishment, our
approach offers a framework deployed in a Cloud environment that emphasizes
the steps below:
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• A Cloud customer, represented in a model, defines the requirements according
to a CloudCustomer language;

• A Cloud provider, represented in a model, defines the offers in a Cloud-
Provider Language;

• A SLA contract is generated based on a M2M (Model To Model) transforma-
tion. This latter takes as input the Cloud consumer and the Cloud provider
models. It maps all the concepts used by the Cloud customer to the Cloud
provider.

7 Conclusion and Perspectives

In this chapter, we presented an overview of some fundamentals for Service
Level Agreements and Model-Driven Engineering. The proposed approach relies
on Machine learning algorithms to select the adequate service provider accord-
ing to the consumer’s needs. Thereafter, a composition process allows creating
an SLA contract from the consumer model and the selected provider model.
A monitoring engine will be implemented in order to observe at run-time the
performance of Cloud services and ensure that they are fulfilling the contractual
QoS requirements.

Currently, we are working on validating and evaluating our metamodels
in terms of clarity and completeness by using representational theory like the
Bunge-Wand-Weber. Another complementary issue is scalability. We intend to
complete the development of our framework with a view to exploit it in indus-
trial projects. For this, we have initiated a collaborative study with several actors
from different fields.
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Abstract. The process of image retrieval presents a great interest in the
domains of computer vision, video-surveillance, etc. Visual characteris-
tics of image such as color, texture, shape are used to identify the content
of images. However, the retrieving process becomes very challenging due
to the hard management of large databases in terms of storage, compu-
tation complexity, performance and similarity representation.

In this paper, we propose a new approach for indexing images by the
content. The proposed method provides a parallel and distributed com-
putation using the HIPI framework (Hadoop Image Processing Inter-
face) and HDFS (Hadoop Distributed File System) as a storage system,
and exploiting the high power of GPUs (Graphic Processing Units). As
result, our approach allows to manage and process, fastly, large images
databases, thanks to the distributed storage (HDFS) and the GPU par-
allel computations.

Keywords: Images retrieval · Parallel and distributed computation
GPU · Hadoop · HDFS

1 Introduction

Recently, the cloud computing platforms have got increasing importance in sev-
eral multimedia processing applications. As result, one can find multimedia
databases containing tens of thousands of images, videos and sounds, which
are used for different fields such as medical, security, journalism, tourism, etc.
These applications generate a big volume of data. In order to have a quick access
to this data, we need to characterize and index all these data.

The indexing of this data becomes a challenge problem related to Big Data
fields. Feature extraction and similarity measurement are two key parts of CBIR
(Content Based Image Retrieval) methods. These two process becomes very
difficult when treating a high number, of variable and complex sets of images.
Indeed, Content-Based Image Retrieval (CBIR) methods are used to detect and
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extract visual features of image (global and local features) automatically by
means of image processing and computer vision algorithm. A retrieval system
extracts visual features of the query image, which will be compared to a set
of image features stored in the database. The result is a list of images having
similar features with the query.

High dimension features are usually extracted to describe image content accu-
rately, especially for large scale image retrieval system, where the number of
features is big as well. If these high-dimensional data are processed directly, this
may lead to the curse of dimensionality phenomenon, which cannot improve
search algorithms performance [2,3].

In this context, dimensionality reduction presents one of the most effective
methods used to overcome the problem of the curse of dimensionality. The idea
behind these approaches is that Image features are pre-processed by projecting
the original data form high dimensional space to a lower dimensional space.
Therefore, dimensionality reduction methods play an important and significant
role to overcome face this phenomenon [2].

In this paper, we propose a parallel and distributed approach of images
retrieval that disposes of four steps. First, SIFT and SURF features are
extracted, the PCA (Principal Component Analysis) is applied as a dimen-
sionality reduction method to reduce the dimension of these features. Thirdly,
an image storage structure representation based on binary tree is proposed in
order to accelerate the research phase, and finally we apply a parallel and dis-
tributed implementation based on the framework Hadoop image processing inter-
face (HIPI).

The remainder of this paper is organized as follows: Sect. 2 presents related
works in the field of large-scale image retrieval, dimensionality reduction and
the storage structures of features. Section 3 explains the framework HIPI used in
our proposal. In Sect. 4, we describe and illustrate our approach. Experimental
results and performance are discussed in Sect. 5. Finally, conclusions are drawn
in Sect. 6.

2 Related Work

The main objectives of our method are the reduction of features dimensionality,
adapted (binary) representation of features and images indexation. In this con-
text, we can categorize three kinds of related works: dimensionality reduction
methods, storage structures and general content based retrieval system.

2.1 Content Based Retrieval System

A content based image retrieval system is a computer system for browsing,
searching and retrieving images from a large data base of digital images. Several
works have been proposed in this area for the domains of commerce, government,
academia, and hospitals, where large collections of digital images are being cre-
ated. Many of these collections are the product of digitizing existing collections
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of analogue photographs, diagrams, drawings, paintings, and prints. Usually, the
only way of searching these collections is done by keyword indexing, or simply
by browsing. Morever digital images databases, open the way to content-based
searching [11].

In this context, Hirata and Kato [12] proposed an image retrieval system
(CBIR) which facilitates the access to images by visual example. In their system,
called “query by visual example”, edge extraction is performed on user queries.
These edges are matched against those of the database images in a fairly com-
plex process that allows for corresponding edges to be shifted or deformed with
respect to each other [13]. In this work, authors did not provide any content-
based image indexing mechanism.

Otherwise, The QBIC system [14] presents one of the most notable technics,
developed by IBM, for querying by image content. The latter allows a user
to compose a query based on a variety of different visual properties such as
color, shape, texture, which are semi-automatically extracted from images. This
method used partially the R*-tree as an image indexing method [13,15].

Authors in [12], proposed an image match criteria and a system that uses
spatial information and visual features represented by dominant wavelet coef-
ficients. Although their system provides an improved matching over image dis-
tance norms, it does not support any index structure. In fact, they mainly focused
on efficient feature extraction by using wavelet transform rather than an index
structure to support speedy retrieval [1].

The VisualSEEk [16] is a content-based image query system using color
regions and spatial layout. In this work, authors proposed an image similarity
function, which contains both color feature and spatial components. For image
similarity matching, they use intrinsic parts such as colors, region size, spatial
location and derived parts such as relative spatial locations. However, the evalu-
ations for derived parameter present very complex operations. The authors used
spatial Quad-tree or R-tree for single region query and 2D-string to represent
the spatial relationship in an image for multiple region queries. These index
structures were devised respectively for each query and were not integrated into
a content-based indexing [15].

2.2 Dimensionality Reduction

Dimensionality reduction presents an important step in large scale image
retrieval. In literature, one can find several works such as Cai et al. [5], which pro-
posed a method to improve the vector of locally aggregated descriptor (VLAD).
Their approach consists of applying a linear discriminant analysis (LDA) method
in order to reduce the dimensionality of the VLAD descriptor. They use the near-
est neighbor distance ratio to choose the closer set, so that the correspondence
between a feature and the set is more stable.

Authors of [6] presented a new approach based on random projection in
dimensionality reduction of high-dimensional data sets. The criteria used in this
approach is the amount of distortion caused by the method and its computational
complexity. Their results indicate that the projection is still fast to compute.



188 M. A. Belarbi et al.

Schwartz et al. in [7] proposed to reduce the dimensionality of their generated
features from 170000 to 20. They concluded that a small output dimensionality
is sufficient for a small number of object classes (e.g. 2 in [7]). These techniques
have shown excellent performances for texts and faces features [8–10].

2.3 The storage structures

One way to speed up the research phases in CBIR is to find a representation
of the descriptors. Among the descriptor structuring approaches that use a tree
representation, we can cite the : B-tree, KD tree and R-trees.

B-tree is a self-balancing tree data structure that keeps data sorted and
allows searches, sequential access, insertions, and deletions in logarithmic time.
The B-tree is a generalization of a binary search tree in that a node can have
more than two children [17].

KD tree (short for k-dimensional tree) is a space-partitioning data struc-
ture for organizing points in a k-dimensional space. k-d trees are a useful data
structure for several applications, such as searches involving a multidimensional
search key. K-D trees are a special case of binary space partitioning trees [18].

R-trees are tree data structures used for spatial access methods, i.e., for
indexing multi-dimensional information such as geographical coordinates, rect-
angles or polygons. The R-tree was proposed by [19] and has found significant
use in both theoretical and applied contexts [1].

In this context, Authors in [27] proposed a new approach based on the struc-
ture KD-tree. They have created multiple KD-tree structures for each class of
the database images. They have found that their approach can accelerate the
research phase. On the other hand, they have used the PCA in order to reduce
the dimension of the descriptors to accelerate more the research phase.

Faced with the problem described above, we are proposing an approach based
on four phases : features extraction, dimensionality reduction, features represen-
tation within a storage structure and finally the adaptation of these methods
within a parallel and distributed solution. We remind that the goal of our paper
is to provide a solution in order to accelerate the research phase.

3 Hadoop Image Processing Interface (HIPI)

HIPI is an image processing library designed to be used with the Apache Hadoop
MapReduce parallel programming framework. HIPI facilitates efficient and high-
throughput image processing with MapReduce style parallel programs typically
executed on a cluster. It provides a solution for storing large collection of images
on the Hadoop Distributed File System (HDFS) and make them available for
efficient distributed processing. Moreover, HIPI integrate the OpenCV module,
a popular open-source library that contains many computer vision algorithms
[4].

The general presentation of a program that use MapReduce/HIPI frameworks
is shown in Fig. 1.
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Fig. 1. The organization of a typical MapReduce/HIPI framework [4]

The primary input object to a HIPI program is a HipiImageBundle (HIB).
A HIB is a collection of images represented as a single file on the HDFS system.
The HIPI distribution includes several useful tools for creating HIBs, including
a MapReduce program that builds a HIB from a list of images downloaded from
the Internet [4].

The first processing stage of a HIPI program is a culling step that allows
filtering the images in a HIB based on a variety of user-defined conditions like
spatial resolution or criteria related to the image metadata. This functionality is
achieved through the Culler class. Images that are culled are never fully decoded,
saving processing time [4].

The images that survive the culling stage are assigned to individual map
tasks in a way that attempts to maximize data locality, a cornerstone of the
Hadoop MapReduce programming model. This functionality is achieved through
the HibInputFormat class. Finally, individual images are presented to the Map-
per as objects derived from the HipiImage abstract base class along with an
associated HipiImageHeader object. For example, the ByteImage and FloatIm-
age classes extend the HipiImage base class and provide access to the underlying
raster grid of image pixel values as arrays of Java bytes and floats, respectively.
These classes provide a number of useful functions like cropping, color space
conversion, and scaling [4].

The records emitted by the Mapper are collected and transmitted to the
Reducer according to the built-in MapReduce shuffle algorithm that attemps to
minimize network traffic. Finally, the user-defined reduce tasks are executed in
parallel and their output is aggregated and written to the HDFS [4].

4 Proposed Method

The main objective of our method is indexing images within a system that allows
users to perform a research in a set of images. We have used the Hadoop frame-
work in order to replicate the data between several servers, and also to obtain
a fast research time by using the function Map and Reduce. These functions
use the parallel computing in order to accelerate the process of indexing and
research. A general image indexing by content system is shown schematically in
Fig. 2.

Our approach is based on four steps. First, a features extraction process
is applied by using SIFT and SURF methods. Secondly, we apply the PCA
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Fig. 2. A general architecture of CBIR system

Fig. 3. The principal steps of our approach

as dimensionality reduction method in order to reduce the dimension of these
features. Then, the generation of the binary tree where the values are SIFT
and SURF features in each node and finally the implementation of the previous
methods with the framework HIPI in order to have a distributed storage of
features and parallel computing. We remind that we have implemented HIPI
with a GPU, in order to accelerate the process of feature extraction, exploiting
the high power of GPUs in parallel. The general architecture of our approach is
shown schematically in Fig. 3.

4.1 Pre-processing

In This step, we tried to find the best filter that match with SIFT and SURF
features in order to reduce the number of key points, but without losing the
precision. We applied several filters on these images, and after several experi-
mentations we found that the best filter that fits with SIFT and SURF features
is the Gaussian Blur. The latter presents a kind of image-blurring filter that uses
a Gaussian function for calculating the transformation applied to each pixel in
the image. The equation of a Gaussian function in one dimension is :

G(x) = 1/
√

2πσ2 e
−x2

2σ3 (1)
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In two dimensions, it is the product of two such Gaussians, one in each
dimension:

G(x, y) = 1/
√

2πσ2 e
−x2 + y2

2σ3 (2)

where x is the distance from the origin in the horizontal axis, y is the dis-
tance from the origin in the vertical axis, and s is the standard deviation of the
Gaussian distribution.

This process of pretreatment is shown in Algorithm 1.

Algorithm 1. Pretreatment
Ensure: jpeg file:Set of images;

jpeg file ← ∅;
Read Nb − images i;
for j : 1 to Nb − images do

image j ← Get Current Image(j);
image GBj ← GaussianBlur(image j);
jpeg file ← jpeg file ∪ image GBj ;

end for
return jpeg file;

The Algorithm 1 gets as input a set of images. We calculate the Gaussian
Blur for each image and we store these images. Finally, this output will be used
as entry of the next step.

4.2 Features extraction

For features extraction, we have calculated SIFT and SURF descriptors, which
allow to extract the interest points of images called key points. The result of
applying SIFT or SURF features is a matrix. In case of SIFT, the dimension
of this matrix is N x 128. However, in case of SURF features, the results is a
matrix with a dimension of N x 64. N is the number of key points of the image.
The descriptor can then be compared, or matched, to the descriptors extracted
from other images [20].

1. SIFT descriptor:
The SIFT descriptor presented in [21] provides a solution for indexing images.
In our case, we have used OpenCV as library to calculate the SIFT descriptor.
The result of this descriptor is presented by a matrix of n line and 128 column.

2. SURF descriptor:
SURF descriptor is based on SIFT descriptor. In this case also, we used also
OpenCV library for calculating the SURF descriptor. The result of applying
this descriptor is a matrix of n lines and 64 columns. Notice that SURF
method is faster than SIFT method [1,22].

To compare between SIFT and SURF features, we need to define a measure of
similarity within several metrics :
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1. Brute-Force Matcher:
Brute-Force matcher is the simpler way to use SIFT feature descriptor for
images comparison. It takes the descriptor of one feature in first and match it
with all the other features in the second set by using some distance calculation,
and the closest one is returned [1]. Figure 4 shows the brute force matching
with SIFT Descriptors.

2. FLANN based Matcher:
FLANN [23] is based on the approximation of the nearest neighbors. In large
datasets and for high dimensional features, the similarity measure is based
on a collection of algorithms optimized for fast nearest neighbor search. This
measure is faster than Brute-Force Matcher for large datasets. FLANN mea-
sure uses the hierarchical K-means Tree for generic feature matching and
this gives SURF an inherent advantage because binary features are not easily
extended to hierarchical K Means. Figure 5 shows the FLANN based Matcher
with SURF descriptors.

Fig. 4. Brute-force matching with SIFT descriptors

4.3 Compression

Both unsupervised and supervised methods can be applied to reduce the dimen-
sion of image features. In this paper, we have used the dimensionality reduction
method PCA [1].

In this steps PCA is applied to all image features and not the images. We
have proposed this method with a reduction to ranges of 10% to 90% dimensions.



A New Parallel and Distributed Approach for Large Scale Images Retrieval 193

Fig. 5. FLANN based matcher with SURF

The compression dimension of SIFT is calculated as shown in Eq. 3:

Ncompression = 128 − (N ∗ 128/100) (3)

And, the compression dimension of SURF is calculated as shown in Eq. 4:

Ncompression = 64 − (N ∗ 64/100) (4)

Where N is between 10 and 90. The result of applying PCA depends on the choice
of the compression ratio. In [3] the authors found that the best compression ratio
that match with SIFT and SURF features without a loose in precision is 70%.

4.4 Images Storage Structure

In this step, we choosed the binary tree [24] as a storage structure of the com-
pressed images, generated in the previous step. This structure allows us to accel-
erate more the research phase, because it is presented by a simple structure
compared to other structures and even at the implementation level, the binary
trees are represented by simple array and the manipulation of this array is very
easy and fast. Figure 6 show an example of binary tree.

We remind that the choice of Binary Tree as storage structure was based
on the comparison with other storage structure such as R-Tree and B-Tree as
shown in Figs. 7 and 8.
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Fig. 6. Example of binary tree

Fig. 7. The research time with Binary Tree and R-Tree

Figures 7 and 8 show the research time obtained by using the Binary Tree
and the R-Tree or the B-Tree. We have found that even with SIFT or SURF
features and with PCA or without PCA, the Binary Tree is faster. These experi-
mentations have been conducted by using an image database named mirflickr1.
This dataset contains 1 millions of images with the following hardware:

• CPU: Intel XEON E5, 5.33 GHz.
• GPU: 4 × NVIDIA GeForce GTX 980 with 4 GB of RAM.
• RAM: 32 GB.

1 mirflickr: http://press.liacs.nl/mirflickr/.

http://press.liacs.nl/mirflickr/
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Fig. 8. The research time with Binary Tree and B-Tree

As shown on Fig. 6, All the nodes on the left are lower than the root and
all the nodes on the right are greater than the root. In the binary trees, all the
nodes are comparable. However, in the case of SIFT and SURF features which
are represented by matrices, the node can’t be comparable. That is why, we have
developed an algorithm that allows us to compare between two matrices.

To compare between SIFT or SURF features we use on of the similarity
measure described in Sect. 4.2, and the result is a normalized value between [0, 1],
so we have defined two intervals [0–0.59] for each node lower than the root and
[0.60–1] greater than the root. Algorithm 2 explain this method. In Algorithm2,
we choose a root with random function. Also, we calculate the distance between
the root and the features i. Then we decide if we put the feature in left or right.

Fig. 9. The result of application Algorithm 2

The application of the first iteration in the Algorithm2 provided the presen-
tation shown in Fig. 9. We apply the Algorithm2 until we get a complete Binary
Tree. One limit of the binary tree is when all the nodes are in the left or in the
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Algorithm 2. Binary Tree Generation(S Features)
Require: S Features: Set of features;
Ensure: Table Root: Table contains the position of the nodes.

root ←random(features);
Table Root ← root;
Features Left ← ∅;
Features Right ← ∅;
Nb − features ← length(S Features);
if Nb − features �= 1 then

for i : 1 to Nb − features do
if (feature i �= root) then

Dist ← Distance(feature i, root);
if (Dist < 0.5) then

Features Left ← Features Left ∪ feature i;
else

Features Right ← Features Right ∪ feature i;
end if

end if
end for
Binary Tree Generation(Features Left);
Binary Tree Generation(Features Right);

else
Break;

end if
return Table Root;

right. In this case, it is necessary to apply the process of equilibration, as shown
in Fig. 10. We have applied the equilibration system in our approach to have the
best results.

Fig. 10. The equilibration system in Binary Tree

4.5 Hadoop Image Processing Interface Implementation

The final step in our approach is to apply all the previous steps with the frame-
work HIPI. Indeed in our case we have used several virtual machines provided
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by Google Cloud2. We have created a cluster based on four virtual machines :
one virtual machine is used as Namenode, two virtual machines are used as the
Datanode, and the fourth virtual machine is used as Metadata witch is used as
backup of the Namenode. All the virtual machines are equipped with a GPU3.
As Hadoop is developed with Java programming language, we have installed
the JCUDA4 which is a library that allows the use of the CUDA programming
language with JAVA5.

We can describe our approach by the following steps :

• First, we need to convert all the data sets in Hipi image bundle.
• Divide the images into several groups of images.
• Assign the groups of images to each machine.
• The image pixel are processed in parallel with JCUDA and the result is SIFT

and SURF features of each images.
• The next steps is computing all image features.
• After that we apply the PCA as dimentionality reduction of SIFT and SURF

features.
• The final step is to generate the Binary Tree of the features.

5 Experimental Results and Analysis

In order to evaluate our system, we have used the evaluation metric Recall and
Precision.

5.1 The Evaluation Metric

Receiver Operating Characteristics (ROC) and Recall Precision curves are both
popular metrics in the literature, and are sometimes used interchangeably. Recall
and precision are computed as follow :

Recall =
number of correct − positives

total number of positives
(5)

Precision =
number of correct − positives

total number of matches
(6)

5.2 Experimental results

In order to demonstrate the influence of our approach on the performance of
large-scale image retrieval, we have performed our experiments by using three
different image databases such as Wang6 which contain 10000 images and 1000
2 Google Cloud: https://cloud.google.com/.
3 GPU: http://www.nvidia.fr/object/gpu-computing-fr.html.
4 JCUDA: http://jcuda.org/.
5 JAVA: https://www.java.com/fr/.
6 Wang: http://wang.ist.psu.edu/docs/related/.

https://cloud.google.com/
http://www.nvidia.fr/object/gpu-computing-fr.html
http://jcuda.org/
https://www.java.com/fr/
http://wang.ist.psu.edu/docs/related/
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Fig. 11. The comparison of research time of a query between HIPI and HIPI GPU

images, ImageNet7 which contains 16 Millions images. These experimentation
have been conducted by using the following hardware:

• CPU: Intel XEON E5, 5.33 GHz.
• GPU: 4 × NVIDIA GeForce GTX 980 with 4 GB of RAM.
• RAM: 32 GB.

We remind that we have four virtual machines with the same configuration.
The search engine developed in this paper is composed of four phases: Features
extraction, Data compression, Representation of data in binary tree form and
image retrieval. Initially, 128-dimentional SIFT and 64-dimentional SURF fea-
tures are extracted from each image, then the dimensionality reduction methods
PCA is applied to reduce the dimension of SIFT and SURF features with com-
pression 70% as shown in [3]. After that we represent the features in Binary Tree
in order to accelerate the research process.

Figure 11, compares the research time between HIPI/GPU method and HIPI
without GPU. We can notice the high acceleration obtained within the GPU
version of the HIPI based approach since we obtained a speedup ranging from
30% to 40%. On the other hand, the features storage needs low spaces as result
of the compression within a ratio of 70% of SURF and SIFT features.

7 ImageNet: http://www.image-net.org/.

http://www.image-net.org/
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Otherwise, Fig. 12, compares the the computation time between HIPI/GPU
method and HIPI without GPU. We notice that the high accelration obtained
with HIPI GPU based approach, we obtained a speedup ranging from 40% to
55%. On the other hand, the use of the Binary Tree allow us to accelerate more
the research time with a speedup ranging from 40% to 50%.

Fig. 12. The computation time of the features with HIPI and HIPI/GPU

6 Conclusion

In this Paper, we have shown and evaluated a set of experimental results obtained
by the use of PCA as dimensionality reduction in large scale image and the
representation of data using the binary tree with the framework HIPI with and
without GPU. Indeed, we have analyzed the effect of the GPU as an accelerating
research method and the framework HIPI as parallel and distributed solution
on the large-scale image retrieval performance. The experimental results show
that we have obtained a speedup ranging from 40% to 50%, since the proposed
method allow a gain of both research time but not in the memory storage space,
because all the features and the images are replicated in all the virtual machines.
Moreover, experimental results show that a representation with binary tree offer
fast results compared to a normal representation.
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Finally, we found that these results positively guarantee the effectiveness of
our approach.

In our next works, we plan to improve our system by using a multiple GPU
in each machine, and also by using Apache Spark in order to compare it with
HIPI.
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Abstract. The classification of the social network’s data becomes in
recent years an active area in the scientific research, it tries to classify
the data of the social networks into classes or extract the feelings, atti-
tudes and opinions. This type of classification is called sentiment analy-
sis or opinion mining which is the process of studying people’s opinion,
emotion and also classifying a sentence or a document into classes like
positive, negative or neutral. In this article we propose a new method
to classify the tweets into three classes: positive, negative or neutral in
a semantic way using the WordNet and AFINN (AFINN is a dictionary
that contains words with weights between −5 and 5 which expresses
the sentimental degree of the word) dictionaries, and in a parallel way
using the Hadoop framework with the Hadoop Distributed File System
HDFS and the programming model MapReduce. the main objective of
this work is the proposal of a new sentiment analysis approach by com-
bining between several domains like the information retrieval, semantic
similarity, opinion mining or sentiment analysis and big data.

1 Introduction

Social networks like Google+, Facebook and Twitter provide a large amount
of data that can be used to analyse a user’s personality or opinions about a
company’s product. This huge amount of data contains crucial opinion related
information that can be used to benefit for businesses and other aspects of
commercial and scientific industries. And the extraction of opinions, feelings or
attitudes from this large amount of data is impossible using manual methods, for
that it is important to use approaches based on artificial intelligence and machine
learning algorithms for classifying the social network’s data in an automatic way.

The extraction of opinions from texts or from social data is known under the
name Sentiment Analysis (SA) sometimes called opinion mining which is the
part of the text mining that tries to define the opinions, feelings and attitudes
present in a text or a set of text.

Sentiment analysis has more importance in Business Intelligence. In business,
it helps to find answers to questions like, ‘Why a product selling is low?’, ‘Have
users need are satisfied using our services?’ or’ are our users happy or want
more?’. To get an answer to these questions, we use sentiment analysis. In short,
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we can say that sentiment analysis helps us to find a wealth of information from
customers feedbacks.

Among the different social networks, Twitter is the most used in the domain
of sentiment analysis. It is a popular microblogging app with over 302 million
active users per month and about 500 million tweets per day. In Twitter, mes-
sages are limited to 140 characters and are known under the name tweets and
may include text, URLs, other user mentions and hashtag metadata to mes-
sages. At present, there are many researchers who use Twitter as a great source
of data in many different fields [1]. In Twitter users can express their opinions in
a freeway without hindrances, and this allows feedback to be aggregated without
intervention. Users can use sentiment analysis to search for products or services
before making a purchase, merchants can use this research of their company’s
public opinion and products or analyse customer satisfaction, organisations can
also use it to gather critical feedback on the problems of newly published prod-
ucts.

Sentiment analysis is gaining popularity due to the abundance of data coming
from social networks, especially those provided by Twitter. The objective of
opinion mining is to analyse a large amount of data in order to infer different
feelings that are expressed therein. The feelings extracted can then be the subject
of statistics on the general feeling of a community.

Social data grow rapidly in size, variety and complexity while generally
remaining in an unstructured format, analysing a given social network is a very
expensive and time-consuming process. To solve this problem of the performance
of large-scale networks (data sets), researchers began using parallel processing
platforms. For example, Google has developed the MapReduce programming
model for processing large-scale data for large-scale graph problems. Hadoop
framework is an open source alternative to Google solutions for the MapReduce
algorithm [2].

In this article we propose a new method to analyze tweets and classify them
into three classes; Positive, Negative and Neutral, using the notions of informa-
tion retrieval, more precisely we propose to enrich the AFINN dictionary with
the semantics. The semantic relationship used is synonymy using the semantic
resource WordNet.

Our proposed method is a multilingual approach, that is to say, it takes into
account any language and not only the English language.

To analyze a huge dataset of tweets without having the problem of the exe-
cution time we decide to parallelize our method (semantic classification of the
tweets) by working with the Big Data technologies more precisely with the open
source project Hadoop, storing the tweets to be analyzed and the analysis results
in HDFS, and the development of the analysis is done using the MapReduce pro-
gramming model.

The rest of this paper is organised as follows, Sect. 2 defines Motivation and
literature review, in Sect. 3 we will present our research methodology, and in
Sect. 4 we will describe how we parallelize our work with Hadoop and we going
to present the experimental results, and finally, in Sect. 5 it is the conclusion.
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2 Motivation and Literature Review

Sentiment analysis is a very active scientific research area and it knows a fast
development in recent years especially after the apparition of social networks.
The application of sentiment analysis or opinion mining approaches to social
networks attracted much interest, the use of social networks for expressing opin-
ions about products, rather than about political or social events, significantly
increased in the last decade. Social networks like Facebook, Twitter or Google+
contain thousands of users and each day they publish messages that express their
feelings in a freeway without hindrances which generate a huge volume of data
that can be used after for extracting opinions, feelings...etc.

Sentiment analysis has a great development in recent years and has more
importance in our daily life for example instead of making a manual form to
have an idea about our product, we can easily classify the tweets related to it
using SA approaches in an automatic way. In short, we can say that sentiment
analysis helps us to find a wealth of information from customers feedbacks.

We find in the literature several works that deal with this subject of research
and each researcher looks for methods to analyse well the data coming from the
social networks.

Microblog data like Twitter, on which users post Real-time feedback and
opinions on everything, pose new and different challenges, and recently Twitter
is used also in adaptive e-learning systems as in [3], where authors proposed a new
adaptive e-learning system, in which they analyse the personality of a learners to
know his motivations (motivate, demotivate, neutral) using his twitter’s profile
by classifying the tweets that pulish in his account in a specific period of the day,
and based on his motivation and his profile they give him courses adapted to his
profile. Authors in this work use the AFINN Dictionary for the classification of
the tweets. Some recent results on the sentiment analysis of Twitter data are:

In [4], Authors used Twitter to collect training data then perform a feeling
search. The authors build corpora using emoticons such as “:-)” and “:-(” to form
a training data for the classification of feelings to obtain “positive” and “neg-
ative” samples, and then use various classifiers. The best result was obtained
by the Naive Bayes classifier with mutual information measurement for char-
acteristic selection. The authors were able to obtain up to 81% of accuracy on
their test set. However, the method showed a bad performance with three classes
(“negative”, “positive” and “neutral”).

Authors in [5] used Twitter API to collect a corpus of tweets that plays the
role of dataset contains three classes: positive sentiments, negative sentiments,
and a set of objective texts (no feelings). To collect positive and negative tweets
authors use the same principle as used in [4] using emoticons, then build a senti-
ment classifier, that is able to determine positive, negative and neutral sentiments
for a tweet. Experimental evaluations show that their proposed techniques are
efficient and perform better than previously proposed methods.

Sentiment classification techniques can be roughly divided into machine
learning approach, lexicon-based approach and hybrid approach. The Machine
Learning Approach (ML) applies the famous ML algorithms and uses linguistic
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features. The Lexicon-based Approach relies on a sentiment lexicon, a collection
of known and precompiled sentiment terms. It is divided into the dictionary-
based approach and corpus-based approach which use statistical or seman-
tic methods to find sentiment polarity. The hybrid approach combines both
approaches and is very common with sentiment lexicons playing a key role in
the majority of methods [6].

In [7] authors present the results of machine learning algorithms for classi-
fying the sentiment of Twitter messages using distant supervision, they show
that machine learning algorithms (Naive Bayes, Maximum Entropy, and SVM)
have accuracy above 80% when trained with emoticon data, the main idea of
this article is how the authors can use emoticons in the classification of tweets
using supervised learning.

Authors in [8] develop a functional classifier which can correctly and auto-
matically classify the sentiment of an unknown tweet, for that they introduce
two methods: one of the methods is known as sentiment classification algorithm
(SCA) based on the k-nearest neighbour (KNN) and the other one is based on
support vector machine (SVM), authors are focusing on dividing the tweets into
positive and negative sentiment and they see that sentiment classifier algorithm
(SCA) performs better than SVM.

Pak and Paroubek [9] describe how to automatically collect a corpus for sen-
timent analysis and opinion mining, authors build a sentiment classifier, that
is able to determine positive, negative and neutral sentiments for a document.
They use emoticons for collecting negative and positive sentiments and for col-
lecting objective posts (no sentiments), they retrieved text messages from Twit-
ter accounts of popular newspapers and magazines, such as “New York Times”,
“Washington Posts” etc., for the classification they used the multinomial Naive
Bayes classifier, SVM and CRF, experimental results show that the Naive Bayes
classifier gives the best results.

The experimental results show that the use of semantics in sentiment analysis
improves the results of classification of the tweets, authors in [10] introduce a
novel approach of adding semantics as additional features into the training set for
sentiment analysis, results show an average increase of F harmonic accuracy score
for identifying both negative and positive sentiments of around 6.5% and 4.8%
over the baselines of unigrams and part-of-speech features respectively. They
also compare against an approach based on sentiment-bearing topic analysis and
find that semantic features produce better recall and F-score when classifying
negative sentiments, and better precision with lower recall and F-score in positive
sentiments.

Sahayak et al. [11] suggested a hybrid approach based on corpus and dic-
tionary methods, using different feature extractors like unigram+bigram, uni-
gram+pos for twitter sentiment analysis.

3 Research Methodology

As presented earlier our proposed approach consist of classifying tweets into three
classes (positive, negative or neutral) using the AFINN dictionary by enriching
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it with the semantics based on WordNet dictionary, the relation of semantic
used is the synonymy. In this section, we will present the methodology of our
proposed method.

Our proposal is to work with a dictionary-based approach, in addition to
Wordnet that gives us the possibility to retrieve synonyms for a given word; we
also use the AFINN dictionary which contains words in English with a weight
that can take a value between 5 and −5 ( (strongly positive, mildly negative etc.)
for example the word “abandoned” has the value −2 and the word “accept” has
the value 1 etc. ..., and to look for the feeling of a tweet the idea is to browse all
the words in it and sum these weights using AFINN and after using a threshold
to classify it.

WordNet was perceived as a semantic network. In this semantic network, each
node is a concept. A node consists of a set of synonyms (or synsets). These terms
designate the concept represented by the node. In WordNet, concepts are linked
by semantic relationships, The relation of synonymy is the basic relationship in
WordNet.

3.1 Why We Use WordNet?

We use WordNet in our work to search for synonyms of words, that is to say, we
enrich the AFINN dictionary with the semantic.

As Presented previously, each word in AFINN has a degree of polarity (sen-
timental degree) between 5 and −5 from strongly positive to strongly negative,
and to classify a tweet using this dictionary we look for their words in AFINN
and we retrieve their polarities (weights) and using a threshold we classify it
according to three classes (Positive, Negative or Neutral).

But the problem in the classification with AFINN is that if a word of the tweet
that expresses its feeling or opinion does not exist in it, Therefore it decreases
the accuracy of the classification, our proposition to remedy this problem is to
enrich the AFINN dictionary with the relation of synonymy, i.e. if for example,
a word of the tweet does not exist in AFINN we search for these synonyms
using WordNet and after this time we seek the synonyms of the word in AFINN
and therefore we enrich the classification with the semantic relation “synonymy”
using the semantic ressource WordNet.

3.2 How We Classify a Tweet Using Our Method?

For classifying a tweet using our proposition we have to follow different steps:

3.2.1 The Collection of Tweets
Due to the privacy policy of Facebook profiles, our work focuses on Twitter,
where most of the contents and activities shared online are open and available.

The first step of our work which is a very important step is the step of the
collection of tweets to classify (the dataset of tweets), for that we use a Java API
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called Twitter4j1, this API gives us the possibility to collect tweets from Twitter
in a simple way and without hindrance. With it, we can retrieve tweets related
to specific products or events and also in a specific period of time for example
collection the tweets related to “iPhone” and published between January 2017
and January 2018.

To use the Twitter4j API we need to create a twitter application [12] in the
twitter development space2 and after configuring it and creating 4 parameters
which are very important for retrieving tweets (Consumer Key, Consumer Secret,
Access Token and Access Token Secret).

After we create the twitter application we get parameters such as Access
Token, Access Token Secret, Consumer Key (API Key) and Consumer Secret
(API Secret), these parameters will be used after by the Twitter4j API to collect
and to build a dataset of tweets for the analysis (classification step).

3.2.2 Translate Non English Tweets
The majority of current sentiment analysis systems address a single language,
usually English. However, with the growth of the Internet around the world,
users write comments in different languages. Sentiment analysis in an only single
language increases the risks of missing essential information in texts written in
other languages like in Twitter we find tweets published in different languages
around the world. In order to analyse data in different languages, multilingual
sentiment analysis techniques have been developed.

Our proposition to give back our method multilingual is that after we collect
tweets using the Twitter4j API, we detect the language of each one, and if the
language detected is different to English we translate it in order to make all
our dataset written in English, and also because the dictionaries AFINN and
WordNet was written in English.

For the translation we use a java project API called WhatsMate API3, this
API allows us to translate words or phrases from a language to another one.

3.3 Text Pre-processing

Before the classification of the tweets, a very important step that makes the
tweets ready for classification and that increases the accuracy of the classification
is the stage of text pre-processing.

This stage consist of eliminating or transforming a content of the tweet to
reduce its noise and to facilitate the classification phase, in the literature, it
exists several types of text pre-processing namely: replacing negative mentions,
removing URL, reverting words that contain repeated letters to their original
English form, removing numbers, removing stop words and expanding acronyms
1 Twitter4J (twitter4j.org/) is an unofficial Java library for the Twitter API. With

Twitter4J, you can easily integrate your Java application with the Twitter service.
Twitter4J is an unofficial library.

2 https://apps.twitter.com/.
3 http://api.whatsmate.net/.

http://twitter4j.org/en/index.html
https://apps.twitter.com/
http://api.whatsmate.net/
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to their original words by using an acronym dictionary, also we find some works
that use the emoticons.

Several researchers in sentiment analysis focus on text pre-processing like
the work of [13], in this article authors examined the effects of the text pre-
processing methods on the performance of sentiment classification in two types
of classifications tasks and summarized the classification performance of six text
preprocessing methods (replacing negative mentions, removing URL, reverting
words that contain repeated letters to their original English form, removing
numbers, Removing stop words and expanding acronyms to their original words
by using an acronym dictionary) using two feature models and four classifiers on
five dataset of Twitter. Experiments show that the accuracy and the F1-measure
of the Twitter sentiment classification classifier are improved when using the
methods of expanding acronyms and replacing negation, the Naive Bayes and
Random Forest classifiers are more sensitive than logistic regression and support
vector machine classifiers when various preprocessing methods were applied.

An important step in a sentiment analysis system for text mining is the pre-
processing phase, Angiani et al. [14] show the importance of text preprocessing
techniques to reduce the noise in text and improve the overall classification per-
formances, and how they can improve system accuracy, for that they make a
comparison between different text preprocessing exists in the literature to eval-
uate which techniques are effective, they have used the naive Bayes classifier
for classifying the tweets, the results show that stemming increases the per-
formance, because it groups words reduced to their root form, also stopword
removal enhances the system because it removes words which are useless for the
classification phase.

Another work to show the importance of text preprocessing methods in SA
(sentiment analysis) is that of [15], authors in this paper explore the role of
text preprocessing in sentiment analysis, and they have used the SVM (support
vector machine) classifier, authors used a combination of different preprocessing
methods to reduce the noise exists in the text in addition to using chi-squared
method to remove irrelevant features that do not affect its orientation. Results
show that appropriate text preprocessing methods including data transformation
and filtering can significantly enhance the classifier’s performance.

In this article, we have done some kind of text pre-processing methods like:

• Tokenization: Which is the phase of splitting the tweet into terms or tokens
by removing white spaces, commas and other symbols etc. it is an important
step because in our work we focus on individual words to look for them in
the AFINN dictionary or in WordNet.

• Removing Stop Word: It removes the words that have no effect on the
classification of tweets like preposition and the articles (a, an, the). The stop
words do not emphasize any emotions, so it is important to delete them to
reduce the noise from the tweets.

• Removing URL: the URLs have no effect on the classification so it is impor-
tant to eliminate them.
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• Removing numbers: that not express any emotions or attitudes. In general,
numbers are no use when measuring sentiment and are removed from tweets
to refine the tweet content.

• Removing Punctuations: We don’t need pits as characteristics, this are
only symbols for separate sentences and words so we delete them from tweets.

• Stemming: Stemming is another very important process, it is a compu-
tational process by which we remove potential suffixes and prefixes from a
textual word to extract its basic form. [16]. In our work and because we focus
on the English language we use the porter stemming [17].

• Effect of negation: we use a list of words which express the negation such
as: not, do not, will not, never, cannot, does not ..., after classification if the
tweet is positive or negative then we use this type of pre-processing text, the
idea is that if the tweet, for example, is positive but contains a negation then
it will be negative and vice versa. Authors in [18] analyze the effect of nega-
tion in sentiment analysis, they proposed a new approach for dealing with
negation in tweets to improve classification accuracy, this approach is helpful
for calculating the negation in sentiment analysis without the words not, no,
n’t, never etc. This method produced a significant result for review classifica-
tion by accuracy, precision and recall. The experimental results in this work
showed that if negation is ignored in the review, the precision is 79% and lead
to misclassification. With negation result improved as 84.87% precision. their
modified negation approach also improves the recall and accuracy as 84.81%
and 91.8% than without negation classification.

• Extraction of opinion words: An important step in our work, especially
in the phase of text pre-processing, is the step of Part-Of-Speech (POS) tags,
it is a step that gives us the grammatical type of each word in the tweets
(verb, noun, adjective, adverb...). In this step we use the hypothesis which
says that only verb, adverb and adjective can express opinions in a tweet,
for example, preposition cannot affect the feelings. From this hypothesis, we
decide to delete each word of the tweet which is not a verb, adjective or
adverb. In this step, we use the Apache OpenNLP library4.

3.4 Classification of a Tweet

After we collect the tweets to classify, translating the non-English tweets, and
after we apply the different text preprocessing methods especially the step of the
Part-Of-Speech tags (the extraction of opinion words), we find each tweet with
its opinion words which express its opinion.

And to classify a tweet according to three classes, we use the AFINN dic-
tionary and the semantic resource WordNet. The idea is that we enrich AFINN
with the semantic relation of synonymy, so to classify a tweet we browse all its
opinion words to calculate their polarities from AFINN, and if we don’t find one
of this opinion words we look for its synonyms in WordNet, then we calculate

4 The Apache OpenNLP library is a machine learning based toolkit for the processing
of natural language text.
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the polarity of this synonyms from AFINN. Finally to find the class of the tweet
we calculate the average of the sum of the polarity of the opinion words if they
exist in AFINN and the polarity of its synonyms if they do not exist in AFINN,
and using a threshold we classify the tweet according to three classes: Positive,
Negative or Neutral.

The calculation of the average of the weights (Polarities) is done by the
following formula:

Average =
∑N

i=1 Pi

N
(1)

With:

• Pi : is the polarity of the term i.
• N: is the number of words and its synonyms in the tweet and that exist in

AFINN.

For calculating the polarity of a term we have used the AFINN dictionary.
As we presented earlier in AFINN each term or word has a sentimental degree
between 5 and −5 from strongly positive to strongly negative, and to calculate
the polarity P of a word we look for it in AFINN and we retrieve its equivalent
value.

For example assuming we want to classify a tweet T, the first thing to do
is detecting its language and if it is different to English we translate it, after
that we apply the text pre-processing methods to prepare the tweet T for the
classification and to extract the opinion words (verb, adverb, adjective). after
the phase of the pre-treatment it is the step of the classification by applying
our proposed method that is to say we look for the opinion words one by one in
AFINN dictionary to calculate their weights, and if we do not find an opinion
words in AFINN we search its synonyms using WordNet then we look for them
one by one in AFINN to retrieve their polarities. At the end of this phase we
have the weights (polarities) of the opinion words and the synonyms, and to find
the class of the tweet we calculate the average of the sum of these weights using
the formula 1.

3.5 Our Work Steps

Figure 1 illustrates the different necessary steps to classify a tweet by applying
our proposal.

According to Fig. 1, The first step is the collection of tweets to analyze using
Twitter4j API which gives us the ability to collect user’s tweets to analyze them,
this API gives us a lot of functionalities which help us to classify tweets such
as the possibility of filtering tweets by time or by a given Hashtag if we want
to analyze for example the tweets of a hashtag that represents a product of a
company.

The second step is the translation of non-English tweets to give back our
method multilingual, and after that is the step of the text preprocessing which
is a very important step in our work because it helps to reduce the noise exists
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in the tweets and facilitate the classification, and also gives us the opinion words
by applying the Part-Of-Speech Tags.

Fig. 1. Steps of our work

After the text preprocessing and the extraction of the opinion words it is the
step of the application of the semantic to classify the tweets, as we mentioned
previously the aim is to enrich the AFINN dictionary by semantics using the
semantic relation of synonymy with Wordnet, The first thing to do is to calculate
the weights of each opinion term (word) in the tweet and its synonyms by using
AFINN for the weights and Wordnet for the synonyms and after summing these
weights and calculating the average of them, the classification of the tweets in
three classes (Positive, Negative and Neutral) is done by applying a threshold
on the average (Formula 1).

Because each word in AFINN is between 5 and −5 the average will be also in
this range, our threshold is that if the value of the average is greater than 1 the
tweet is positive, and if it is less than −1 the tweet is negative, and the tweet is
neutral if it is between 1 and −1.
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4 Parallelisation of the Classification and Experimental
Results

The problem that arises when classifying tweets is the computational time needed
to have the result of the classification if we want to do the classification on a large
dataset that contains millions of tweets, and also the storage volume needed to
store this huge dataset of tweets.

To remedy this problem we decided to parallelize our work of classification
of the tweets by working with the open source framework HADOOP sharing the
work of the storage and the parallelization between several machines in order to
reduce the computation time, for that we work with the Hadoop Distributed File
System (HDFS) to store the data set of tweets which we want to classify and the
result of the classification after the application of our method. The programming
part of the parallelization is done with the programming model MapReduce.

Note that our goal for parallelization is not to study a Hadoop cluster but just
to describe how we can parallelize our work using Hadoop and more precisely
Hadoop MapReduce, for this we work with Hadoop 2.6.0 with MapReduceV2
(Yarn). The installation of the cluster is done in an operating system UBUNTU
16.04 which will act as the main machine of the cluster (master machine) and
other two Hadoop nodes installing in a virtual machine VMWare workstation 12,
so according to this information we can conclude that our goal is the paralleliza-
tion and is not the study of the performance of the Hadoop cluster (describe
how we can parallelise the classification with Hadoop).

Figure 2 shows the configuration of our cluster (Hadoop machine set) which
contains three Hadoop machines, one master machine and two slave machines,
so our work will be shared between three machines to reduce the computation
time. The nodes used are three nodes with the UBUNTU operating system.

4.1 Parallelization Steps

Figure 3 shows the different steps to parallelize our method using HDFS and
MapReduce.

From Fig. 3 the first step for parallelisation is to store the dataset to classify
in HDFS to share the storage between several machines (Hadoop machines)

Fig. 2. Configuration of our cluster
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in this step we use two methods to collect the tweets the Twitter4j API and
Apache Flume5. If we use Apache flume for the collection the tweets will be
stored directly in HDFS but if we use the Twitter4j API it is necessary to stock
the tweets firstly in a SQL database and after using Apache Sqoop6 to transform
data from this SQL database to HDFS, and after it is the step of classification by
applying our method But this time with the MapReduce programming model(in
a parallel manner).

After the collection of the tweets to classify and store them in HDFS, we apply
our MapReduce algorithm for making the classification in a parallel manner, the
first step of the algorithm is the translation of non-English tweets then it is

Fig. 3. Parallelization steps

5 https://flume.apache.org/, Flume is a distributed, reliable, and available service for
efficiently collecting, aggregating, and moving large amounts of log data. It has a
simple and flexible architecture based on streaming data flows. It is robust and
faults tolerant with tunable reliability mechanisms and many failovers and recovery
mechanisms. It uses a simple extensible data model that allows for online analytic
application.

6 http://sqoop.apache.org/, Apache Sqoop is a tool designed for efficiently transfer-
ring bulk data between Apache Hadoop and structured datastores such as relational
databases. You can use Sqoop to import data from external structured datastores
into Hadoop Distributed File System or related systems like Hive and HBase. Con-
versely, Sqoop can be used to extract data from Hadoop and export it to external
structured datastores such as relational databases and enterprise data warehouses.

https://flume.apache.org/
http://sqoop.apache.org/
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the step of the text preprocessing methods for eliminating the noise exists in
the tweet, facilitating the classification, improving its performance, and also for
extracting the opinion words. the next step after we prepared the tweet (apply
the text preprocessing methods) is the application of our proposed methods using
AFINN dictionary and Wordnet (enrich the classification with the semantic), and
after we calculate the weight of each opinion word of the tweet and its synonyms;
we apply a threshold on the sum of the weights for finding to which class the
tweet belongs.

The input of the MapReduce operation at each iteration contains a tweet
to classify and the output contains the classified tweet, the result of the clas-
sification is stored in HDFS. At the end of the classification process, we store
the result in HDFS as two columns, one for the tweet and the other one for the
tweet’s class (Positive, Negative or Neutral).

The Algorithm 1 shows our MapReduce algorithm followed for the classifica-
tion of the tweets, where:

• Translate(Tweet): A function that translates the non-English tweets.
• TextPreProcesssing(tweet): Applies the differents text pre-processing meth-

ods.

Algorithm 1. MapReduce programming model
Require: tweet’s class

S ← 0
c ← 0
if Tweet is not in English then

Tweet ← Translate(Tweet)
end if
tweet ← TextPreProcesssing(tweet)
SE[] ← Split(tweet)
OW[] ← OpinionWord(SE)
for all word ∈ OW do

if word ∈ AFINN then
c ← c+1
S ← S+AFINN(word)

else if word /∈ AFINN then
w[] ← WordNet(word)
for all syn ∈ w[] do

if syn ∈ AFINN then
c ← c+1
S ← S+AFINN(syn)

end if
end for

end if
end for
moy ← S/c
sentiment ← threshold(moy)
write(tweet,sentiment)
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• OpinionWord(SE): Extract the opinion words from the tweets.
• AFINN(word): A function that allows to return the weight of the feeling

equivalent to the word if it exists in the dictionary AFINN.
• Split(tweet): allows us to split the tweet into words, to facilitate its use for

calculating the semantic similarity because we focus in our work on individual
words.

• WordNet(word): Returns a table that will contain the synonyms of the word.
• write(tweet,sentiment): is a function that allows storing the result of clas-

sification in HDFS in the form of key/value, the tweet to classify as key and
the class of the tweet (the result of classification) as value.

4.2 Experiment Results

In this subsection, we will present experimental results of our work to show how
we choose to work with AFINN and how the semantics and the application of the
different text preprocessing methods can improve the quality of the classification.
Our dataset of tweets was created using the Twitter4j API and Apache flume,
and it is stocked in HDFS to make the classification in a parallel way.

To demonstrate how we select to work with the AFINN dictionary in the
phase of classification especially in the calculation of word’s weights, we made a
comparison between the AFINN dictionary and the well-known machine learning
algorithms which used frequently in sentiment analysis as presented in the liter-
ature review section. Figure 4 shows the result obtained for a dataset of tweets
that contains 400 positive tweets and 400 negative tweets.

From Fig. 4 we remark that the AFINN dictionary outperforms the other
machine learning algorithms with a high accuracy either for the positive or the
negative tweets, so that demonstrates why we choose using the AFINN dictionary
for the classification.

To show the effect of enriching the AFINN dictionary with semantics we
calculate the classification and the error rate of our proposed method and the
AFINN dictionary, using initially only AFINN and in a second step with the
application of our approach (use of the semantics).

We also present the effect of the text pre-processing on the classification and
error rate and how the extraction of the opinion words can improve the quality
of our method. For that, we made a parallel classification using HDFS and
MapReduce of a dataset that contains tweets from different topics collecting by
Twitter4j API and Apache Flume, with two methods: AFINN and our method.

Table 1 gives the number of tweets badly classified after the classifica-
tion according to three classes Positive, Negative and Neutral, with text pre-
processing (TP) methods and the extraction of opinion words, and without them.

According to Table 1, we notice that the use of text preprocessing and espe-
cially the extraction of opinion words (words that have effect on the classification
of the tweets) have an effect on the classification, they allow to decrease the noise
exists in the tweets and the number of tweets badly classified, that is, the text
pre-processing methods increase the quality of the classification, another remark
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Table 1. Effect of Text pre-processing and the extraction of opinion words on the
classification

Methods With TP methods Without TP methods

AFINN 15 26

Our approach 10 15

from the Table 1 is that by using our approach we decrease the number of tweets
badly classified.

Fig. 4. Accuracy rate using AFINN and machine Learning methods

Following these results we calculate the classification rate (CR) and the error
rate (ER) for the two methods (AFINN dictionary and our proposed approach)
using the following two formulas:

CR =
Number of tweet well classified

Total number of tweets
(2)

ER = 1 − CR (3)

The Tables 2 and 3 show respectively the results obtained for CR and ER
using AFINN and our approach with the use of text preprocessing methods and
without the use of them on the tweets.

Table 2. Classification and error rate without text pre-processing

Methods Classification rate Error rate

AFINN 0.55 0.45

Our approach 0.74 0.26
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Table 3. Classification and error rate with text pre-processing

Methods Classification rate Error rate

AFINN 0.74 0.26

Our approach 0.82 0.18

So from Tables 2 and 3, we notice that our method outperforms the method
of using the AFINN dictionary without semantics, with a high classification rate.
Also, our approach decreases the error rate, without forgetting that the use of
text pre-processing increases the classification rate and decreases the error rate.
So from all that, we conclude that enriching the AFINN dictionary with semantic
improve the quality of the classification which demonstrates our proposal.

Another experiment of our work is to show the effect of the parallelization
on the computation time for the classification, using three Hadoop nodes and a
dataset that contains 45640 tweets, see Fig. 5.

Fig. 5. Computation time of the classification

From Fig. 5 we note that if the number of the Hadoop nodes increases the
calculation time decreases, which demonstrates the choice of parallelizing the
classification.

So from these results, we conclude that if we have a large number of tweets
it is enough to increase the number of Hadoop nodes in order to optimize the
classification time.

5 Conclusion

In this article we have presented our proposed method to classify the tweets into
three classes: Positive, Negative and Neutral, our proposition consists of enrich-
ing the AFINN dictionary with the semantics using the lexical basis Wordnet.
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We have also shown how the application of the text pre-processing methods and
the extraction of the opinion words from the tweets can improve the quality of
the classification.

We also presented the way to parallelize the classification using Hadoop
(HDFS and MapReduce) to optimize the classification time.

The practice shows that our method outperforms the well-known machine
learning algorithms and also the use of semantics gives good results at the level
of the classification rate and the error rate, in addition, the text preprocess-
ing improves the result of classification, we have also shown the effect of the
parallelization on the calculation time.

Our next work lies in this line of research by trying to develop the use of
semantics in classification using graph methods and machine learning algorithms.
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Abstract. Procedures that evaluate the results of clustering algorithms are
known as cluster validation (CV) indexes. There exist several CV indexes
usually classified into two broad classes namely external and internal clustering
validation indexes depending on whether ground truth or optimal clustering
solutions are known in advance or not respectively. Traditional cluster valida-
tion indexes are even impossible to perform especially when the size of the data
set is very large. To solve the issue of CV indexes in such contexts, we propose
parallel and distributed external clustering validation models based on
MapReduce for three indexes namely: F-measure, Normalized Mutual Infor-
mation and Variation of Information. The experimental results reveal that these
models scale very well with increasing size of dataset and provide accurate
results.

Keywords: Big data � Clustering �MapReduce � External clustering validation
F- measure � NMI � VI

1 Introduction

Clustering is a fundamental problem in data mining. Clustering [1] algorithms aim at
partitioning a data set by looking for a finite set of clusters according to similarities
between objects in the data set [2]. There are different taxonomies of clustering
algorithms, the most widely reported in the literature identifies the following categories:
representative based clustering [3], hierarchical clustering [4], density based clustering
[5], grid based clustering [6], graph clustering [7] and others.

By another side, clustering validation refers to the task that aims to assess the
quality of the obtained clusters using a clustering algorithm. It goes without saying that
such task is as important as the clustering process itself as it gives an indication of the
goodness of clustering algorithms.

In the literature, there are usually two categories of cluster validation indexes [8].
The first category is referred to as external validation as it compares the clustering
result to a correct or ground truth clustering. The other one is known as internal
validation and it is applied when knowledge of optimal clustering is not available. It
depends on the structure of found clusters and their relations to each other [9].
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MapReduce [10] is a functional programming model introduced by Google in 2004
and implemented by Hadoop, used to process large data sets in a parallel and dis-
tributed manner.

Nowadays, advances in information technologies have led to an unprecedented
increase in the size of the data sets. With these huge volumes of datasets, traditional
cluster validation does not perform well and this task becomes more difficult to handle.
This issue has motivated our interest in addressing the challenge of scaling up the CV
indexes to deal with large datasets. Therefore, we propose in this work revisiting three
external CV indexes namely F-measure, Normalized Mutual Information (NMI) and
Variation of Information (VI). To this end, MapReduce programming model has been
used to define a model for each CV index to achieve CV in a distributed and parallel
manner. These three models are referred to as MR_F-measure, MR_NMI, and MR_VI
respectively.

The rest of this chapter is organized as follows. Section 2 describes external
clustering indexes used in this work such as: F-measure, NMI and VI indexes then
related works in the area of clustering validation in big data context are presented.
Section 3 gives an overview about MapReduce framework. Section 4 describes the
proposed models in details. Section 5 presents the experiments performed with real and
synthetic data sets and discusses the obtained results. Finally, a conclusion and future
works are drawn in Sect. 6.

2 External Clustering Validation Indexes

According to [12], external cluster validation indexes can be classified into four
(04) classes as shown in Fig. 1.
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Fig. 1. Classification of external clustering validation indexes
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In the following, we provide a formal description of the indexes used in this work
to help understanding the developed models. For this purpose, let’s denote C ¼
C1; . . .Crf g a set of obtained cluster composed of r clusters, R ¼ R1; . . .Rkf g a set of

ground truth (real) partition composed of k clusters, n denotes the number of objects in
a data set, ni denotes the number of points in cluster Ci (with i ¼ 1. . .rf g) and mj

denotes the number of points in real partition Rj (with j ¼ 1. . .kf g, nij denotes the
number of points that are common to cluster Ci and ground truth cluster Rj.

2.1 F-measure

The F-measure index is used to determine how much the clustering resulting groups
resemble to those that could have been achieved through manual sorting [11]. It
combines the precision and recall measures as follows:

Preci ¼
maxkj¼1 nij

� �

ni
; Recalli ¼

maxkj¼1 nij
� �

mj
ð1Þ

Given clusters in C and R, to compute the value F of the external validation index
F-measure the following equation is applied to compute its value for each cluster Ci.

Fi ¼ 2 � Preci � Recalli
Preci þRecalli

ð2Þ

Also, Fi can be calculated by the following equation [12]:

Fi ¼ 2 � nij
ni þmj

ð3Þ

Finally, the F-measure related to the whole partition of data is defined as [12]:

F ¼ 1
r

Xr

i¼1
Fi ð4Þ

F-measure index takes values in the range [0, 1]. The closer is the value of the index
to 1. The higher is the similarity between the obtained clustering and the ground truth
clustering.

2.2 Normalized Mutual Information (NMI)

The NMI index is an information theoretic measure that can be formally defined as
follows [12]:

NMI C;Rð Þ ¼ I C;Rð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H Tð Þ � H Cð Þp ð5Þ

222 S. Zerabi and S. Meshoul



Where I C;Rð Þ denotes the mutual information between the obtained clustering Ci

and the ground truth clustering Rj and it is defined as follows:

I C;Rð Þ ¼ H Rð Þ � H R=Cð Þ ð6Þ

Where H R=Cð Þ denotes the conditional entropy of Rj given clustering Ci is defined
as:

H R=Cð Þ ¼ �
Xr

i¼1

ni
n
H R=Cið Þ ð7Þ

With: H R=Cið Þ is the conditional entropy of Rj with respect to the clustering Ci and
is given as:

H R=Cið Þ ¼ �
Xr

i¼1

Xk

j¼1

ni
n
log

ni
n

ð8Þ

H(R) denotes the entropy of the partitioning Rj and can be calculated as follows:

H Rð Þ ¼ �
Xk

j¼1
PRjlogPRj ð9Þ

H(C) is the entropy of the clustering Ci and can be calculated as follows:

H Cð Þ ¼ �
Xr

i¼1
PCilogPCi ð10Þ

With: PRj ¼ mj

n and PCi ¼ ni
n

As for F-measure, NMI index values lie within range [0, 1]. The closer NMI index
value is to 1, the better is the obtained clusters.

2.3 Variation of Information (VI)

This index is based on the mutual information between the clustering C and the real
partitioning RðIðC;RÞÞ and their entropy H R=Cð Þ above defined. VI index is given by
the following formula [12]:

VI C;Rð Þ ¼ H Rð ÞþH Cð Þ � 2 � I C;Rð Þ ð11Þ

When a perfect one to one mapping between clusters in C and R is achieved, VI
index takes 0 as value. The closer to 0 is the value of the VI index; the better is the
obtained clustering.
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Computing these indexes for very large sets could be computationally expensive. In
[13, 14], we investigated the scalability of Purity and Conditional Entropy indexes. In
this work, we focus on other external validation indexes especially F-measure, Nor-
malized Mutual Information (NMI) and Variation of Information (VI).

3 MapReduce Framework

Apache Hadoop [15, 16] is an open source framework used for large scale data ana-
lytics [17]. It hides the complexity of task parallelization, fault tolerance, data distri-
bution and load balancing and it demonstrates a great performance in big data
scenarios. Hadoop consists of a storage part namely Hadoop Distributed File System
(HDFS) [17] and a processing part namely MapReduce as shown in Fig. 2 [18].

MapReduce [19] is a parallel programming model used to process massive data sets
in parallel manner. It was proposed by Google and implemented by Hadoop, it follows
the functional programming paradigm and exposes a programming API in terms of two
main functions: map and reduce. The main idea of MapReduce programming is as
follows. First of all, MapReduce splits large data sets into a number of splits where the
size of each split is usually equal to the size of HDFS data blocs, after that the map
function processes split data and converts it into a number of key/value pairs. All
values with the same key are submitted to the same reducer. In the reduce function, all
the values of the same key are grouped together in the same reducer and it outputs one
or more results. The (key/value) pairs are designed by programmers according to the
demand. The output of reducers are stored and triplicated in HDFS to ensure fault
tolerance. All the map and reduce functions are doing in parallel which makes a parallel
task in this framework. The overall architecture of MapReduce process is illustrated in
Fig. 3 [19] below.

Fig. 2. Hadoop components
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4 Proposed MapReduce Models

In this section, we describe the models for external cluster validation, we developed to
achieve cluster validation using MapReduce framework.

Before getting into details, let’s recall the task to be performed and the adopted
notation:

Given a clustering C obtained using a clustering algorithm and a ground truth
clustering R known a priori. The task consists of calculations the similarity between
C and R using a CV index. C ¼ C1; . . .;Crf g; R ¼ R1; . . .;Rkf g, i ¼ 1. . .rf g;
j ¼ 1. . .kf g.

4.1 Proposed MapReduce Model for F-measure (MR_F-measure)

Our proposed model for F-measure is based on the formula defined in (3) and it
consists of six (06) MapReduce jobs divided into three (03) main modules running in
sequential manner and each module contains a number of MapReduce job performed in
parallel.

• The first module calculates mj which is related to the number of points in a real class
Rj, this module consists of two MapReduce jobs.

• The second module calculates ni which is related to the number of points in cluster
Ci and the maximum of nij, where nij denotes the number of points that are common
to cluster Ci and ground-truth partition Rj. This module contains also two
MapReduce jobs.

• The third module is used to calculate the value of the overall F-measure. Once
again, this module contains two MapReduce jobs.

A description and pseudo codes detailing the 06 MapReduce jobs are given in
Algorithms 1–6 and Fig. 4 as follows:

Fig. 3. MapReduce architecture
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4.1.1 First Module
First MapReduce Job
In this module, a first MapReduce job is lunched for calculating the sum of ‘1’ for the
same (Rj, Ci). The map function receives the pair ((Rj, Ci), point) after that, this function
outputs ((Rj, Ci), 1), where the value ‘1’ indicates the occurrence of points in true

Second module

Initial input 

Sum of ‘1’ for the same key 

Split 1 Split n

map 3 map 3

reduce 3reduce 3

…..

…..

Split 1 Split n

map 4 map 4

reduce 4reduce 4
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Fig. 4. MR_F-measure architecture
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cluster Rj. The reduce function calculates together the sum of ‘1’ for the same (Rj, Ci)
and emits a ((Rj, Ci), sum) pair. The pseudo-code of the map and reduce functions is
shown in Algorithm 1.

Algorithm 1.MapReduce job 1 
function map1  (key: (Rj,Ci), value: point)
emit (key, 1);
end function

function reduce1 ( key: (Rj, Ci) , Iterator values: 1)
int sum = 0
for each v in values do
sum += v
end for
emit (key, sum)
end function 

Second MapReduce Job
The second MapReduce job is lunched for calculating ‘mj’ for each Rj. The map
function receives the output of the previous job where the map key is the pair (Rj, Ci)
and ‘sum’ represents the value. This function extracts Rj from the key and emits (Rj,
sum). The reduce function calculates mj for all the values of the same key. Furthermore,
this mj is saved to be used by the third module. The pseudo-code of the map and reduce
functions is shown in Algorithm 2.

Algorithm 2.MapReduce job 2 
function map2 (key: (Rj,Ci), value: sum)
for each v in key do
extract (Rj) 
end for

emit ((Rj), sum)
end function

function reduce2 (key:(Rj), Iterator Values: sum)
int mj=0
for each v in Values do
mj+=v
end for
emit (Rj, mj) 
end function
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4.1.2 Second Module
First MapReduce Job
The second module starts by this MapReduce job where the input dataset is the same
initial input of the previous module, which is a sequence file of (key, value) pairs stored
on HDFS, each line in the file represents a record, where the key in this map function is
the pair (Rj, Ci) and it emits ((Rj, Ci), <1, 1>), where the first ‘1’ represents the
occurrence of points in Ci and the second ‘1’ indicates a common point to cluster Ci

and the true cluster Rj.
The reduce function in this job calculates together the sum of ‘<1, 1>’ for the same

(Rj, Ci) and emits a ((Rj, Ci), <sum1, sum2>) pair. The pseudo-code of the MapReduce
job is shown in Algorithm 3.

Algorithm 3.MapReduce job 3 
function map3 (key: (Rj,Ci), value: point)
emit (key, <1,1>)
end function

function reduce3 ( key: (Rj,Ci) , Iterator values: (1,1))
int sum1 = 0
int sum2 = 0
for each v in values do
String tabvaleur[] = v.toString.Split(‘,’)
Sum1 += tabvaleur[0]
Sum2 += tabvaleur[1] 
end for

 emit (key, <sum1,sum2>)
end function

Second MapReduce Job
The map and reduce functions work as shown in Algorithm 4 outlining the pseudo
code of this job. The map function process starts with receiving the output of the
previous job, then for each cluster Ci the map function extracts Ci and outputs (Ci, <
sum1, sum2>) pair to the reduce function.

The reduce function groups the values with the same key to calculate ni and the
maximum of nij. Furthermore, these calculated values are saved to be used by the third
module.
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Algorithm 4.MapReduce job 4 
function map4 (key: (Rj,Ci), value: <sum1,sum2>)
for each v in key do
extract (Ci) 
end for
emit(Ci, <sum1,sum2>)
end function

function reduce4 ( key: (Ci) , Iterator values: (sum1,sum2)) 
int ni = 0
int max_nij = 0
for each v in values do
String tabvaleur[] = v.toString.Split(‘,’)
 ni += tabvaleur[0]
if (tabvaleur[0]>max_nij) then
max_nij += tabvaleur[1]
end for
emit (Ci,< ni, max_nij>)
end function

4.1.3 Third Module
First MapReduce Job
The goal of the map function in this job is to merge the outputs of the first and the
second modules. However, the reduce function calculates the F-measure (Fi) for each
cluster Ci using (3). The pseudo-code of the map function and reduce functions is
shown in Algorithm 5.

Algorithm 5.MapReduce job 5 
function map5 (key: (Rj) and (Ci), value: <mj> and  <ni, max_nij>)
emit (Rj, mj) and (Ci,< ni, max_nij>)
end function

function reduce5 (key: (Rj) and (Ci), Iterator values: <mj> and <ni, max_nij>)
for each v in values do
extract (Ci ) 
extract (mj, ni, max_nij) 
sum=ni+mj 

prod=2*nij

end for
calculate Fi using (3)
emit (Ci, Fi) 
end function
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Second MapReduce job
This MapReduce job is lunched to compute the overall F-measure. The map function is
an identity function that just copies data existing in the output of the previous reducer
and puts ‘1’ as a key for all the records. The reduce function calculates the overall
F-measure using (4). Algorithm 6 shows the pseudo-code of the Map and Reduce
functions.

Algorithm 6.MapReduce job 6 
function map6 (key: (C), value: Fi) 
emit (“1”, Fi) 
end function

function reduce6 (key: 1, Iterator values: Fi)
for each v in values do
calculate F using (4)
end for
emit (“f-measure”, F) 
end function

4.2 Proposed MapReduce Model for NMI (MR_NMI)

The proposed model for NMI index is based on the formula defined in Eq. (5) and it
contains six (06) MapReduce jobs divided into four (04) main modules running in
sequential manner and each module consists of number of MapReduce jobs performed
in a parallel manner as follows:

• The first module calculates nij, which denotes the number of points that are common
to Ci and Rj. This module consists of one MapReduce job.

• The second module calculates both the conditional entropy H(R/C) between Ci and
Rj and H(C) which denotes the entropy of the clustering Ci. This module contains
two MapReduce jobs.

• The third module is used to calculate the value of H(R) related to the entropy of the
partitioning Rj. This module contains also two MapReduce jobs.

• The last module is used to calculate the value of NMI index and it consists of only
one MapReduce job.

A description and pseudo codes detailing the 06 MapReduce jobs are given in
Algorithms 7–12 and Fig. 5 as follows:
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4.2.1 First Module
MapReduce Job
The MapReduce job of this module includes map and reduce functions, where the map
function receives the pair ((Rj, Ci), point) stored on HDFS to emit the pair ((Rj, Ci), 1),
where the value ‘1’ indicates a common point to cluster Ci and the true partition Rj.
However, The reduce function calculates together the sum of ‘1’ for the same (Rj, Ci)
and outputs ((Rj, Ci), nij) pair to be used in the next module. The pseudo-code of the
Map function and Reduce functions is shown in Algorithm 7.
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Algorithm 7.MapReduce job 1 
function map1  (key: (Rj,Ci), value: point)
emit (key, 1)
end function

function reduce1 ( key: (Rj,Ci) , Iterator values: 1)
int nij = 0
for each v in values do
nij += v 
end for
emit (key, nij) 
end function

4.2.2 Second Module
First MapReduce Job
The goal of this module is to compute the values of H(R/C) and H(C), it starts with this
first MapReduce job including the Map and Reduce functions. The input of the Map
function is the output of the previous job where the key is the pair (Rj, Ci) and ‘nij’
represents the value, this function extracts (Ci) from the pair (Rj, Ci) to emit the couple
((Ci), nij). The reduce function generates a list of nij for all the pairs with the same value
of Ci and emits the pair (Ci), <n11, n12,…,nij>. The pseudo code of Map and Reduce
functions is shown in Algorithm 8.

Algorithm 8.MapReduce job 2 
function map2 (key: (Rj,Ci), value: nij) 
for each v in key do
extract (Ci) 
end for
emit ((Ci), nij) 
end function

functionreduce2 (key:(Ci), Iterator Values: nij)
emit ((Ci), <n11,n12,… ,nij>)
end function

Second MapReduce Job
The input of this second job is the output of the previous reduce, the map function first
calculates the value of ni which is equal to the sum of nij for the same cluster Ci in order
to calculate H(R/Ci) for each Ci using (8), after that it calculates H(Ci) for each Ci using
(10). All these values are emitted to the reduce function. The reduce function merges all
the values of the same key and computes both H(R/C) using (7) and H(C) which is
related to the sum of H(Ci) calculated previously. These calculated values are saved to
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be used by the fourth module. The pseudo-code of the MapReduce job is shown in
Algorithm 9.

Algorithm 9.MapReduce job 3 
function map3 (key: (Ci) , value: < n11,..,nij>)
for each v in key do
ni=n11+…+nij

calculate H(R/Ci) using  (8) 
calculate H(Ci) using (10) 
end for
emit (« H(R/Ci), H(Ci)», (H(R/Ci) ;ni ;H(Ci)) 
end function

function reduce3 (key: (“H(R/Ci), H(Ci)”) , Iterator values: (H(R/Ci); ni; H(Ci)) 
for each v in values do
calculate H(R/C) using (7) 
calculate H(C)
end for
emit (“H(R/C),H(C)”,(H(R/C);H(C))) 
end function

4.2.3 Third Module
First MapReduce Job
The goal of this module is to compute the value of H(R) and it is based on the idea of
the second module, it starts with this first MapReduce job where the map function uses
the output of the job 1(module 1) where the key is the pair (Rj, Ci) and ‘nij’ denotes the
value, this function extracts (Rj) from the pair (Rj, Ci) to emit the couple ((Rj), nij). The
reduce function generates a list of nij for all the pairs with the same value of Rj and
emits the pair (Rj), < n11, n12,…, nij> . The pseudo code of map and reduce functions is
shown in Algorithm 10.

Algorithm 10.MapReduce job 4 
function map4 (key: (Rj,Ci), value: sum)
for each v in key do
extract (Rj) 
end for
emit ((Rj), nij) 
end function

functionreduce4 (key:(Rj), Iterator Values: nij)
emit ((Rj), <n11, n12,…,, nij>)
end function
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Second MapReduce Job
The map function of this job uses the output of the previous reduce and starts by
calculating the value of mj which is equal to the sum of nij for the same Rj in order to
calculate H(Rj) for each Rj using (9). However, the reduce function merges all the
values of the same key to calculates H(R) using (9) which is related to the sum of H(Rj)
calculated previously. The pseudo-code of the MapReduce job is shown in Algorithm
11. These calculated values are saved to be used by the fourth module.

Algorithm 11.MapReduce job 5 
function map5 (key: (Rj) , value: < n11,..,nij>)
for each v in key do
mj=n11+…+nij

calculate H(Rj) using (9) 
end for
emit (« H(Rj)», (H(Rj)) 
end function

function reduce5 (key: (“H(Rj)”) , Iterator values: (H(Rj)) 
for each v in values do
calculate H(R) using (9) 
end for
emit (“H(R)”, H(R)) 
end function

4.2.4 Fourth Module
MapReduce Job
This module contains only one job, it proceeds as follow. First, the outputs of the
second and the third modules are merged and stored in the same file system to be used
as the input of the map function of this MapReduce job. Hence, this map function is an
identity function which just copies all the values and puts ‘1’ as key of all the records.
However, the reduce function calculates both the values of I(C, R) using (6) and then
NMI(C, R) using (5).

Algorithm 12.MapReduce job 6 
function map6 (key: (“H(R/C), H(C)” AND “H(R)”), value: (H(R/C); H(C)) AND 
H(R)) 
emit (“1”, value) 
end function

function reduce6 (key: “1”, Iterator values: value)
for each v in values do
calculate I(C,R) using (6) 
calculate NMI(C,R) using (5) 
end for
emit (“NMI=”, NMI(C, R)) 
end function
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4.3 Proposed MapReduce Model for VI (MR_VI)

All the jobs of this MapReduce model are identical to the previous model, the dif-
ference is in the reduce function of the last job used to calculate the value of VI index
according to (11). The architecture of this model is shown in Fig. 6 below.
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Fig. 6. MR_VI architecture
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The pseudo code of the last reduce function is given as follow:

Algorithm 13. Reduce function of the last MapReduce job
function reduce6 (key: “1”, Iterator values: value)
for each v in values do
calculate I(C,R) using (6) 
calculate VI(C,R) using (11) 
end for
emit (“VI=”, VI(C, R)) 
end function

5 Results

5.1 Experimental Environment

In order to demonstrate that the parallelized version of our proposed models works
correctly, we implemented them on Hadoop 2.2.0 (new API) for the MapReduce
framework; JDK 1.7.0_25 and the operating system Ubuntu are used to configure the
environment Hadoop.

5.2 Experimental Data Sets

We used six (06) data sets, three (03) synthetic data sets from [20]. Furthermore, we
used three (03) real datasets from the UCI repository [21]. Table 1 lists a summary of
these datasets.

5.3 Results

Different situations have been taken into account during the testing experiments
depending on the extent to which the obtained clustering and the optimal clustering are
similar to each other. Three scenarios have been defined for this purpose.

Table 1. Summury of the data sets.

Data sets Term #points #clusters Type

Iris RD1 150 3 Real
RUspini RD2 75 4 Real
Dermatology RD3 366 6 Real
D_10d10c SD1 436 10 Synthetic
D_2d10c SD2 520 10 Synthetic
D_10d4c SD3 733 4 Synthetic
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Let’s denote Nbr_Rj the number of points for each Rj, Nbr_Ci the number of points
for each Ci.

5.3.1 Scenario 1
In this scenario, there is no correspondence between the clusters and true partitions
which indicates a bad clustering. Table 2 shows the partitioning of points in Ci and Rj.

5.3.2 Scenario 2
In the second scenario, we apply k-means algorithm to obtain partitions of points in Ci.
We assume three trials.

5.3.3 Scenario 3
In this scenario, there is a strong relationship between the obtained clustering and true
partitions as illustrated on Table 3 which indicates a good clustering.

The table below shows the results of obtained values where applying our proposed
models for F-measure, NMI, VI indexes shown in the previous scenarios.

Table 2. Scenario 1, partitioning of points for obtained clustering and true partitions.

Datasets Nbr_Rj Nbr_Ci

RD1 {50, 50, 50} {40, 70, 40}
RD2 {20, 23, 17, 15} {30, 15, 10, 20}
RD3 {112, 61, 72, 49, 52, 20} {60, 80, 80, 50, 55, 41}
SD1 {18, 83, 57, 26, 67, 50, 12, 72, 39, 12} {26, 39, 46, 44, 46, 50, 38, 46, 50, 51}
SD2 {67, 15, 19, 53, 83, 64, 65, 68, 68, 18} {51, 49, 39, 45, 66, 56, 52, 58, 56, 48}
SD3 {252, 244, 166, 71} {180, 250, 270, 33}

Table 3. Scenario 3, partitioning of points for obtained clustering and true partitions.

Datasets Nbr_Rj Nbr_Ci

RD1 {50, 50, 50} {50, 50, 50}
RD2 {20, 23, 17, 15} {20, 23, 17, 15}
RD3 {112, 61, 72, 49, 52, 20} {112, 61, 72, 49, 52, 20}
SD1 {18, 83, 57, 26, 67, 50, 12, 72, 39, 12} {18, 83, 57, 26, 67, 50, 12, 72, 39, 12}
SD2 {67, 15, 19, 53, 83, 64, 65, 68, 68, 18} {67, 15, 19, 53, 83, 64, 65, 68, 68, 18}
SD3 {252, 244, 166, 71} {252, 244, 166, 71}
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5.4 Discussion

From the presented results in Table 4, we can infer that the values of obtained results
for the three indexes are correctly and accurately aligned with the scenarios’ objectives.
For example, in Scenario 1 low values of F-measure, NMI and high scores for VI index
have been obtained which indicate bad clustering. In Scenario 2, k-means clustering
algorithm has been used and the obtained values indicate the quality of the obtained
clustering. Finally, In Scenario 3, the maximum values of F-measure and NMI have
been obtained which is ‘1’ and minimum values of VI index is zero which denotes
identity between clustering Ci and partition Rj and is related to a good clustering. In
addition, in some datasets obtained values are approximately similar, as expected, in
Scenario 2 for the data sets SD1 and SD2 the values of MR_F-measure and NMI are
approximately the same also, in Scenario 2 (trials 2 and 3) for the data sets SD2.

In the light of these results, we can conclude that the architectures we proposed to
implement CV indexes in a parallel and distributed manner achieve correct and
accurate results. Therefore, they can be advised as a powerful tool for parallel and
distributed computation of CV indexes.

Table 4. Overview of the results obtained values.

Index Datasets Case 1 Case 2 Case 3
Trial 1 Trial 2 Trial 3

MR_F-measre RD1 0.564814 0.911186 1.0 0.890774 1.0
MR_NMI 0.391230 0.757899 1.0 0.540957 1.0
MR_VI 1.896558 0.760570 0.0 1.276392 0.0
MR_F-measre RD2 0.413622 1.0 0.997607 1.0 1.0
MR_NMI 0.257457 1.0 0.787804 1.0 1.0
MR_VI 2.874260 0.0 0.765287 0.0 0.0
MR_F-measre RD3 0.355643 0.836223 0.810286 0.834579 1.0
MR_NMI 0.120738 0.739006 0.725276 0.747051 1.0
MR_VI 4.375623 1.285117 1.340654 1.243361 0.0
MR_F-measre SD1 0.274140 0.879647 0.937319 0.832617 1.0
MR_NMI 0.069586 0.887884 0.959033 0.846748 1.0
MR_VI 5.928579 0.684168 0.252001 0.937719 0.0
MR_F-measre SD2 0.227818 0.974732 0.857127 0.878192 1.0
MR_NMI 0.045476 0.856525 0.850136 0.867283 1.0
MR_VI 6.096199 0.914935 0.931694 0.833837 0.0
MR_F-measre SD3 0.486113 0.790571 0.973928 0.978328 1.0
MR_NMI 0.215289 0.635031 0.946341 0.946682 1.0
MR_VI 3.029415 1.314050 0.199972 0.200160 0.0
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6 Conclusion

In order to evaluate the result of a clustering algorithm for large data sets, we proposed
in this paper parallel and distributed models for external validation indexes termed as
MR_F-measure, MR_NMI and MR_VI using the MapReduce framework. These
models were tested experimentally with varying sizes of both synthetic and real data
sets. The results showed that the three models provide accurate clustering validation
results. As future work, we propose to test our proposed models in a big data context
over a number of computer nodes to prove their scalability and also to design other
models of internal validation indexes.
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Abstract. One of the most challenging issues in cloud computing is
workflow scheduling. Workflow applications have a complex structure
and many discrete tasks. Each task may include entering data, process-
ing, accessing software, or storage functions. For these reasons, the work-
flow scheduling is considered to be an NP-hard problem. Then, efficient
scheduling algorithms are required for selection of best suitable resources
for workflow execution. In this paper, we conduct a SLR (Systematic
literature review) of workflow scheduling strategies that have been pro-
posed for cloud computing platforms to help researchers systematically
and objectively gather and aggregate research evidences about this topic.
Then, we present a comparative analysis of the studied strategies. Finally,
we highlight workflow scheduling issues for further research. The find-
ings of this review provide a roadmap for developing workflow schedul-
ing models, which will motivate researchers to propose better workflow
scheduling algorithms for service consumers and/or utility providers in
cloud computing.

1 Introduction

Cloud computing is one of the most promising contemporary technologies. It
promises to deliver large-scale computational resources over network using a
pay-as-you-go model [1,2]. In this model, cloud service providers manage large-
scale heterogeneous virtual machines (VMs) to process customers’ applications.
Further, the available VMs in cloud platforms can be scaled up and down dynam-
ically [3]. In addition, it has been emerging as a powerful way to transform
the IT industry in order to build and deploy custom services and applications,
e.g., healthcare, and scientific computations. These characteristics attract an
increasing number of individuals and enterprises to rent cloud service to run
their applications. Although cloud computing provides all these benefits, it faces
many challenges in its development process [4,5]. According to several surveys,
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workflow scheduling is one of the main challenges of cloud computing. The term
“workflow scheduling” refers to the resource planning, i.e., the spatial and tem-
poral mapping of workflow tasks onto resources [6].

The scheduling algorithms provide benefit to both, the cloud user as well as
the cloud provider. At one hand, scheduling algorithms can be designed in such a
way that they satisfies the QoS (Quality of Service) constraints imposed by cloud
client, and on the other hand, they can be designed to perform load balancing
among virtual machines which results into improvement of resource utilization at
service provider’s end. The overall operating performance of a scheduling system
is inseparably related to the efficiency of scheduling algorithm [7]. Obtaining an
optimal value is considered the main objective of scheduling algorithm research,
which can be the lowest execution cost or the highest performance, through a
series of computations. An optimization problem can be defined as follows:

min α = f(x) (1)

Subject to:

x ∈ M = {x | gk(x) ≤ 0, k = 1, 2, · · · , n} (2)

α = f(x) is considered as the objective function, gk(x) can be regarded as the
constraint function, M is the range of constraint field and x is a n-dimension
optimization variable. Then, for solving the optimization problem, we can trans-
forme it into minimization problem of the above equation.

Scheduling of an application on cloud computing, specifically scientific work-
flow, is a complex optimization problem which may require consideration of dif-
ferent scheduling criteria. Usually, the most important criteria are the expected
execution time and the cost of running an activity on a machine. In addition,
scientific workflow applications have many computations and tasks that generate
many intermediate datasets with large size. There exist dependencies among the
intermediate datasets. So, the scheduler should also take care of precedence con-
straints between the set of tasks. In its most general form, the problem of tasks
scheduling of a graph onto a set of different resources is an NP-Complete prob-
lem [8]. As a result, over several years, a number of heuristic algorithms suitable
for workflow scheduling on heterogeneous resources have been suggested [9] that
attempt to strike a good balance between running time, complexity and schedule
quality [10], but still a lot of work needs to be done for making scheduling in
clouds more effective.

In our paper, we discuss different algorithms and models of workflow schedul-
ing proposed for cloud computing environment that gained a lot of attention in
the last decade in both research and industrial communities. Also, we analyze the
proposed design decision of each approach in terms of performance and resources
utilization. Our searches identified 86 papers published in top ranked journals,
conferences and workshops between 2011 and 2017. We organize our Systematic
literature review in three parts:

• Part 1: Workflow scheduling objectives in cloud computing environment:
First, we present the main objectives related to workflow scheduling in cloud.
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We classify the objectives into 5 main categories as follows: Economic princi-
ple, availability, minimum makespan, maximum resource utilization, security
and load balancing.

• Part 2: Workflow scheduling techniques in cloud computing environment:
Second, we describe the different types of scheduling algorithms available
in the open literature and discuss their impact on the performance of the
schedulers of such environment. Overall, we observe that we can classify the
scheduling approaches used in cloud computing into two main categories:
dynamic and static scheduling.

• Part 3: Our contributions on task scheduling in cloud computing environ-
ment: Third, we present our contributions to deal with drawbacks of the work-
flow scheduling techniques discussed in part 2, which fail to either meet the
users Quality of Service (QoS) requirements such as minimizing the schedule
length and satisfying the budget constraint of an application or to incorporate
some basic principles of Cloud computing.

• Part 4: Research directions and workflow scheduling issues in cloud com-
puting environment: Fourth, we present the main issues related to workflow
scheduling in cloud and describe some of the future research directions that
can be addressed in each category discussed previously in part 1 and part 2 of
our systematic literature review. From the limitations of previous work (dis-
cussed in part 2), we build a roadmap for future research to improve existing
scheduling algorithms.

The remainder of this paper proceeds as follows: The Systematic literature review
method is summarized in Sect. 2. Section 3 presents the cloud workflow schedul-
ing problem and definition. The workflow scheduling objectives in cloud com-
puting are introduced in Sect. 4. Section 5 presents some of workflow scheduling
solutions in cloud computing. In Sect. 6, we present our contributions to deal
with drawbacks of the workflow scheduling techniques discussed in this survey.
In Sect. 7, we discuss workflow scheduling issues. Finally, we conclude the paper
with a summary and future directions.

Fig. 1. Review technique used in this systematic review



244 S. Yassir et al.

2 Systematic Literature Review Technique

This section presents our methodological approach that we adopted to select
the relevant papers. Systematic reviews provide a way to execute in-depth unbi-
ased literature reviews, aggregating scientific value to its results. The objective
of a systematic review is to present a correct assessment regarding a research
topic through the application of a reliable, and auditable methodology. The
methodical survey technique described in this research article has been taken
from Kitchenham et al. [11,12]. The stages of this literature review include creat-
ing a review framework, executing the survey, investigating the results of review,
recording the review results, and exploring research challenges. Figure 1 describes
the review technique used in this methodical survey.

2.1 Question Formalization

The present research aims at collecting and investigating all of the credible
and effective studies that have examined workflow scheduling challenges and
techniques in cloud computing. More specifically, the extraction of salient fea-
tures and methods of papers will be considered, and their characteristics will
be described. Most researchers have considered QoS parameters and proposed
objective functions and user trends that are important in designing these func-
tions. This research effort will thus aim to address the following research ques-
tions (RQs):

• What is the current status of workflow scheduling in cloud computing?
• What are the main goals of the researches?
• What kind of validation is performed in each paper? Simulation, analytical

model, and experimentation?
• what is the importance of workflow scheduling with usage growth of cloud

systems?
• How much are existing workflow scheduling algorithms meet the main load

balancing workflow scheduling challenges?
• What QoS parameters are accounted for?
• What simulation tools are used for cloud resource scheduling and what param-

eters they are considering?

2.2 Data Sources

We perform an electronically-based search and consider the main terms related
to this review: “workflow scheduling”, “scheduling challenges”, “scheduling tech-
niques”, and “cloud computing”. Notice that we considered the papers published
within the period from 2004 to 2017. We selected this publication period as the
area of workflow scheduling in cloud computing has gained the attention of
researchers since 2004. The following electronic databases were used for search-
ing:

• IEEE eXplore (www.ieeexplore.ieee.org)

www.ieeexplore.ieee.org
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• ScienceDirect (www.sciencedirect.com)
• Google Scholar (www.scholar.google.com)
• ACM Digital Library (www.acm.org/dl)
• Springer (www.springerlink.com)
• Wiley Interscience (www.Interscience.wiley.com)
• Taylor and Francis Online (www.tandfonline.com)

2.3 Quality Assessment of the Selected Papers

The basic research in this area was commenced in 2004, but rigorous devel-
opment took place after 2009. We restrict our study to a number of journals,
conferences, workshops and technical reports having the highest quality and
considered as the most important resources in this field. Our search retrieved 86
potential papers published in peer reviewed journals and conference proceedings.
After that, a quality assessment was implemented on the outstanding research
articles subsequently using the criterion of inclusion and exclusion to find suit-
able research articles. We manually reduced the articles’ number to 50 based on
the title of the collected papers, their abstracts and conclusions. After that, we
selected and refined the potential papers which focus on the objectives of this
literature review. Finally, we selected and used 21 most relevant papers for this
literature review. Figure 2 demonstrates the distribution of the selected relevant
research papers per year. As can be seen, there is a significant rise in the number
of papers on the scope of workflow scheduling in cloud computing environment
from 2011 to 2017; also, most of the selected papers were published in 2017.
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3 Workflow Scheduling Problem and Definition

3.1 Workflow Scheduling Problem

This subsection presents generic definitions related to cloud workflow scheduling;
different techniques may use different forms of these definitions [13]. Workflows
constitute a common model for describing a wide range of scientific applications
in distributed systems [14]. Generally, a workflow is modeled as a directed acyclic
graph (DAG) G = (V,E) with n nodes (or tasks), where ti ∈ V is a workflow
task with an associated computation cost wti ∈ R+, and ei,j ∈ E, i �= j, is a
dependency between ti and tj with an associated communication cost ci,j ∈ R+,
case in which ti is said to be the parent task of tj and tj is said to be the child
task of ti. Based on this constraint, a child task can not be executed until all of
its parent tasks are completed. If there is data transmission from ti to tj , the tj
can start only after all the data from ti has been received. A task which does not
have parent task is called an entry task, denoted tentry, whereas a task which
does not have child task is called an exit task, denoted texit. Generally, there
are two types of workflow which are simple and scientific workflows. Figure 3
indicates a simple workflow’s DAG. It shows a 12-node DAG, where node 1 is
the first task to be executed, nodes 2 to 11 can only start their execution after
task 1 finishes and sends the data, and node 12 is the last task and can only
start its execution after all its parent tasks finish and send their data. Nodes in
the DAG are labeled with their computation cost (number of instructions, while
edges are labeled with their communication cost (bytes to transmit).

Also, there are numerous scientific Workflows such as Montage, LIGO, Cyber
Shake, SIPHT and Epigenomics applied in astronomy, earthquake researches
and so on, which involve complex data of different sizes and need higher pro-
cessing power. Montage [17] is an astronomy application that was created by
the NASA/IPAC Infrared Science Archive as an open source toolkit that can
be used to construct large image mosaics of the sky using input images in the

Fig. 3. Example of workflow with 12 nodes
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Flexible Image Transport System (FITS) format. The CyberShake [18] workflow
is a seismology application that calculates Probabilistic Seismic Hazard curves
for geographic sites in the Southern California region.

3.2 Workflow Scheduling Definition

Workflow is a collection of tasks organized to accomplish some scientist process.
It also defines the order of task invocation or conditions under which task must
be invoked, task synchronization, and information flow. In workflow scheduling,
applications and services can be decomposed into sets of smaller components,
called tasks. Different sub tasks of a workflow application are allocated resources
in such a way that some pre-defined objective criteria is met. There are various
problems in bioinformatics, astronomy and business enterprise [15] in which a
set of sub tasks is executed in a particular sequence in order to carry out the
entire workflow. The scheduling problem involved is known to be NP-complete
in general, including the scheduling of workflows in heterogeneous computer
systems. In general, a workflow application requires series of tasks to be executed
in a particular fashion. These steps have parent-child relationship. The parent
task should be executed before its child task. The parent task is linked to child
task according to set of rules [16].

In workflow scheduling, clients submit their tasks to a scheduling server,
which works as an intermediate between the cloud users and cloud provider,
through a client terminal which is also in charge of initializing the tasks and
generating task information table including task number, storage space required,
task type, etc. Then, the scheduler takes tasks from users and allocates them
to appropriate resources for task execution according to a scheduling algorithm.
When tasks execution are finished, the computational nodes return the results
to the scheduling server, and the data including computing result and operation
information will be sent back to the cloud client. Figure 4 illustrates the task
scheduling processes.

Fig. 4. Workflow scheduling architecture
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4 Workflow Scheduling Objectives

The main objective of workflow scheduling is to achieve the expected goal by
dispatching tasks to appropriate resource for execution. Currently, the common
objectives for workflow scheduling schemes include economic principle, availabil-
ity, minimum makespan, maximum resource utilization, security, load balancing,
and higher dynamic adaptability in the cloud computing environment [19], etc.
The scheduling objectives included in this survey is shown in Fig. 5.

Fig. 5. Workflow scheduling objectives

• Cost: The computational nodes may be distributed in multiple locations in
the cloud cluster, and the cloud client need to pay reasonable management
fees to the cloud provider. The total cost incurred by workflow execution
in cloud can contain many cost components such as compute cost and data
transfer cost, which will be explain in subsequent sections. Based on [20–22],
workflow execution cost has become an important objective in cloud workflow
scheduling research.

• Makespan: Makespane is the time limit for the execution of the workflow,
which is mainly determined by the execution time of each task and the com-
munication cost between them. In other word, it is the interval between the
start time of the first task and the end time of the last task. Deadline of a
workflow is a dominating objective in most scheduling techniques since the
age of cloud computing.

• Load Balancing: Load balancing is crucial in large-scale data processing
applications, especially in a distributed heterogeneous context like the cloud.
When a workflow scheduling algorithm devise to schedule tasks in cloud com-
puting, a scheduler should take the load balancing among cluster nodes into



Workflow Scheduling Issues and Techniques in Cloud Computing 249

consideration to optimize the resource usage and to avoid the overload of any
cloud resources.

• Reliability awareness: Apart from the most common time and cost criteria,
workflow execution reliability is also addressed. It is the probability that the
task can be completed successfully within the users’ QoS constraints even if
resource or task failures occur. For this purpose, some common approaches
such as active replications and backup/restart techniques may be applied in
the scheduling algorithms. However, algorithms need to be mindful of the
additional costs associated with task replication such as waste of time and
compute resources [23,24].

• Energy Consumption minimization: The increasing demand of cloud
computing motivates the researchers to make cloud environment more effi-
cient for its users and more profitable for the providers. More and more
datacenters are being built to cater customers’ needs. However, the data-
centers consume large amounts of energy, and this draws negative attention.
Therefore, cloud providers are confronted with great pressures to reduce their
energy consumption. A few algorithms have been recently developed which
consider a combination of contradicting scheduling goals as they try to find a
trade-off between energy consumption performance, and cost. Nevertheless,
the authors acknowledge that the energy optimization is still not applicable
in virtual machine abstraction level.

• Security awareness: Attackers may misuse some cloud features and com-
ponents to launch specific attacks. So, data security, privacy and governance
have become an important issue when an organization decides to deploy cloud
computing solution. Thus, high quality security services are increasingly crit-
ical for processing workflow applications with sensitive intermediate data.
There are many worklfow scheduling approaches proposed to tackle these
security issues [21,25]. They may handle data securely by managing sensitive
tasks and data in such a way that either resources or providers with a higher
security ranking are used to execute and store them.

• Supporting Service Level Agreement (SLA): The cloud services offered
to users consist of a set of components, which may be offered by different
providers. SLA is a document that define the negotiated agreements between
service providers and consumers and include Quality of Service (QoS) param-
eters, such as execution time of tasks. Thus, supporting Service Level Agree-
ment is one of the major issues in the current solutions of the cloud. The
interaction of the cloud user and cloud provider to negotiate SLA is shown
in Fig. 6.

5 Cloud Workflow Scheduling Techniques

Scheduling techniques have been developed in response to the evolving cloud
technology over the past several years. More information regarding workflows
and cloud resources has become necessary in a scheduling process. This section
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Fig. 6. Process of SLA negotiation

explores several cloud workflow scheduling used algorithms relevant to each of
the objectives presented in the previous section. The summarization of these
techniques is presented in Table 1.

5.1 Cost-Aware

Bittencourt et al. [20] presented Hybrid Cloud Optimized Cost scheduling algo-
rithm for scheduling workflow in hybrid environment, where a private cloud
is combined with a public one, with a aim to optimize cost. The Hybrid Cloud
Optimized Cost (HCOC) algorithm schedules workflows in hybrid clouds by first
attempting costless local scheduling using HEFT. If the local scheduling cannot
meet the deadline, the algorithm decides which resources should be leased from
the public cloud and aggregated to the private cloud to provide sufficient pro-
cessing power to execute a workflow within a given execution time. In the case
of selecting resources from the public cloud, authors take into consideration the
relation between the number of parallel jobs being scheduled and the number of
cores of each resource.

Authors in [29] propose a trust service-oriented workflow scheduling algo-
rithm. A trust metric that combines direct trust and recommendation trust is
adopted. The weight of cost is incrementally adjusted until the execution time
of all tasks satisfies the deadline. It is possible to find an optimum solution with
the deadline constraint by adjusting the weights of time and cost effectively and
feasibly. In addition, they provide balance policies to enable users to balance dif-
ferent requirements, including time, cost, and trust. A case study was conducted
to illustrate the value of the proposed technique.

In this paper [30], authors present a cost optimization algorithm for schedul-
ing scientific workflows on IaaS (Infrastructure as a Service) clouds such as Ama-
zon EC2. Applications are scientific workflows modeled as DAGs as in the Pega-
sus Workflow Management System. They assume that tasks in the workflows
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are grouped into levels of identical tasks based on mathematical programming
languages (AMPL and CMPL). A mixed integer nonlinear programming prob-
lem to solve the scheduling of large scale scientific applications on hybrid clouds,
where the optimization objective is the total cost, with a deadline constraint.

5.2 Makespan-Aware

Authors in [31], have proposed the Intelligent Water Drops (IWD) algorithm
which is a new meta-heuristics, is customized for solving job-shop scheduling
problems in cloud computing environment. To increase the diversity of the solu-
tion space as well as the solution quality, five schemes are proposed. In addi-
tion, to improve the original IWD algorithm, an improved algorithm named the
Enhanced IWD is proposed. The optimization objective is the makespan of the
schedule. Authors demonstrated that the EIWD algorithm can find better solu-
tions for the standard benchmark instances than the existing makespan based
techniques.

Cloud computing raises new challenges to efficiently allocate resources for the
workflow application and also to meet the user’s quality of service requirements.
To deal with these challenges, Lu et al. [33] propose an adaptive penalty function
for the strict constraints compared with other genetic algorithms. They used co-
evolutionary approach to adjust the cross-over and mutation probability. This
helps in accelerating the convergence and prevents prematurity. This algorithm is
compared with Random, HEFT, PSO and Genetic algorithms in a WorkflowSim
simulator on four representative scientific workflows. Experiment results show
that the proposed algorithm produced results better than PSO, GA, HEFT and
Random Scheduling algorithms in the criterion of both the deadline-constraint
and the total execution cost.

5.3 Load-Aware

Authors in [34] examined the reasons that cause Runtime Imbalance and Depen-
dency Imbalance in task clustering. Then, horizontal and vertical (clustering)
balancing methods are proposed to address the load balance problem when per-
forming task clustering for five widely used scientific workflows. Task clustering
is a runtime process, combining multiple short execution time tasks into a single
job, using this process the scheduling overhead are minimized and the improve-
ment in runtime performance. Finally, we analyze the relationship between these
metric values and the performance of proposed task balancing methods. Simula-
tion results show that task clustering methods give a considerable progress over
baseline execution in terms of load balancing among the set of tasks.

In this paper [35], authors propose a load-balanced scheduling technique for
workflow applications in a cloud environment. The proposed algorithm works in
two phases. They calculated priorities of all the tasks in the first phase. Then,
they select virtual machines and schedule tasks in the second phase. The overall
load to be executed immediately after the execution of current task is also taken
into consideration by this technique. The simulated results are compared with
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the benchmark scheduling heuristic named as heterogeneous earliest finish time
(HEFT) and a variation of the proposed technique. The results show that the
proposed approach remarkably display the performance metrics i.e., minimiza-
tion in makespan and maximization in average cloud utilization.

A balanced scheduler with data reuse and replication for scientific workflows
in cloud computing systems was proposed by Israel Casas et al. in the paper [36].
The authors consider that incrementing number of resources does not guarantee
execution time reduction and proposed BaRRS algorithm that splits scientific
workflows into multiple sub-workflows to balance system utilization via paral-
lelization. BaRRS analyzes the key application features (e.g., task execution
times, dependency patterns and file sizes) of scientific workflows for adapting
existing data reuse and replication techniques to cloud systems. They conclude
that the optimal number of virtual machines depends on workflow characteris-
tics. Experiments prove its superior performance compared to a state-of-the-art
scheduling techniques.

5.4 Reliability-Aware

Reliability in cloud computing is how consistently a cloud computing system
is able to provide its services without interruption and failure. Failures are
inevitable in such large complex distributed systems. It is also well studied
that cloud resources experience fluctuations in the delivered performance. These
challenges make fault tolerance an important criterion in workflow scheduling.
Authors in [37] propose an adaptive, just-in-time scheduling algorithm for scien-
tific workflows. They used resubmission strategy to find another suitable process
unit to re-execute the task after a fault happened. This algorithm uses both spot
and on-demand instances to reduce cost and provide fault tolerance.

To model the failure characteristics of a cloud environment, authors in [38]
developed a Monte Carlo Failure Estimation (MCFE) algorithm that considers
Weibull distributed failures in cloud. Monte Carlo method can correctly model
a complex system and give results that are near to complex system operations.
This approach can also minimize computation time by using divide and merge
pattern for parallelization. Authors proposed Failure-Aware Resource Scheduling
(FARS) algorithm that considers the reliability of task execution while assign-
ing tasks in a workflow application to virtual machines. FARS Algorithm is an
extension of the famous HEFT algorithm. The proposed algorithm is compared
with HEFT using cloudsim toolkit using makespan as their performance metrics.
Results show that FARS algorithm performed better than HEFT.

Reliability is widely identified as an increasingly relevant issue in heteroge-
neous service-oriented systems because processor failure affects the quality of
service to users. Replication-based fault-tolerance is a common approach to sat-
isfy application’s reliability requirement. In [39], authors dealt with this issue
and proposed the heuristic replication for redundancy minimization (HRRM)
method, which exhibited significant improvement in resource cost reduction and
satisfaction of application’s reliability requirement with low time complexity.
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Experimental results on real parallel applications verify that (HRRM) can gen-
erate least redundancy.

5.5 Energy-Aware

In this paper [41], authors proposed a new scheduling approach named PreAnt-
Policy that consists of a prediction model based on fractal mathematics and a
scheduler on the basis of an improved ant colony algorithm. This efficient predic-
tion model is developed to assist the algorithm that decides to turn on/off hosts.
It helps to avoid the performance and energy loss, which is triggered by instan-
taneous peak loads on account of scheduling, and the scheduler is responsible
for resource scheduling while minimizing energy consumption under the premise
of guaranteeing the Quality-of-Service (QoS). Experimental results demonstrate
that the proposed approach exhibits excellent energy efficiency and resource
utilization.

Traditional research in workflow scheduling mainly focuses on the optimiza-
tion constrained by time or cost without paying attention to energy consumption.
Through this way, Yassa et al. [42] formalized this problem as a multi-objective
optimization problem, and solved it using meta-heuristic algorithms of genetic
algorithm (GA) and particle swarm optimization (PSO) algorithm separately.
This approach allows processors to operate in different voltage supply levels
by sacrificing clock frequencies. A compromise between the quality of schedules
and energy is involved by this multiple voltage. Simulation results highlight the
robust performance of the proposed technique.

5.6 Security-Aware

High quality of security service is increasingly critical for cloud workflow applica-
tions. However, existing scheduling strategies for cloud systems disregard secu-
rity requirements of workflow applications. To address this issue, authors in [21]
introduced a security-aware and budget-aware (SABA) scheduling strategy to
minimize the makespan with budget constraint. This strategy holds an econom-
ical distribution of tasks among the available CSPs (Cloud Service Providers)
in the market, to provide customers with shorter makespan as well as security
services. Experimental results that the proposed scheduling strategy is highly
effective under a wide spectrum of workflow applications. Then, Li et al. [43]
proposed a security and cost aware scheduling (SCAS) algorithm for workflow
application to optimize the execution cost with deadline and risk probability
guarantee in clouds. The proposed approach used the meta-heuristic optimiza-
tion technique, particle swarm optimization (PSO), the coding strategy of which
is devised to minimize the total workflow execution cost while meeting other
QoS requirements such as the deadline and risk rate constraints. Results demon-
strate the effectiveness of the proposed algorithm compared to state-of-the-art
algorithms.
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Adding security services to applications automatically causes overhead in
terms of execution time. The tradeoff between achieving high computing per-
formance and providing the desired level of security protection imposes a big
challenge for workflow scheduling in cloud computing environment. To solve this
problem, Arunarani et al. [44] proposed a security and cost aware scheduling
algorithm for heterogeneous tasks in scientific workflow executed in a cloud.
This algorithm is based on the hybrid optimization approach, which combines
Firefly and Bat algorithms. Experimental results demonstrate that the proposed
algorithm always outperforms the traditional algorithms in terms of minimizing
the total execution cost while meeting the deadline and risk rate constraints.

5.7 SLA-Aware

To satisfy the request of cloud users, service must be provided in accordance with
required level of quality of service (QoS). QoS is the capability to guarantee a
definite level of performance based on the parameters described by user in SLA.
Service level agreement (SLA) is an authorized agreement that describes QoS
in written form. One of the major challenges in the current cloud platforms is
to provide the required services according to the QoS level expected by the cus-
tomer. In this paper [45], authors proposed a SLA-aware PaaS Cloud platform
called Cloudcompaas, aimed at providing high-level metrics and closer to end-
user perception, and with flexible composition of the requirements of multiple
actors in the computational scene. Moreover, the proposed platform manages the
complete resource lifecycle, being able to sustain heterogeneous utilization pat-
terns. This platform could be dynamically adapted to correct the QoS violations
by using the elasticity features of cloud infrastructures. The simulations results
show that this solution can achieve minimum cost and maximum efficiency, under
highly heterogeneous utilization patterns, for several workload profiles tested.

To tackle the resource allocation problem within a datacenter that runs differ-
ent types of application workloads, particularly non-interactive and transactional
applications. Garg et al. [46] propose a scheduling technique which considers
SLA-based VM management with mix workload. The proposed method predicts
the CPU utilization of transactional applications by NN. During the under-
load of transactional applications, the CPU cycles are stolen and allocated to
the batch jobs. This technique not only maximizes the resource utilization and
profit, but also ensures that the QoS requirements of users are met as specified
in SLAs.

In 2013, Wang et al. [47] proposed an adaptive scheduling algorithm for
scheduling jobs over a hybrid cloud by maintaining desired QoS. They exploited
runtime estimation and several fast scheduling strategies for near-optimal
resource allocation, which results in high resource utilization rate and low com-
putation time in the private cloud. They argued that to maintain QoS in a
hybrid cloud, private cloud resources should be maximally utilized which will
also reduce cost for public cloud usage. The results show their algorithm the
performance of their algorithm is superior in terms of task waiting time, task
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execution time and task finish time compared with FIFO and FAIR scheduler
inbuilt in CloudSim simulator.

6 Our Contributions

The existing algorithms fail to either meet the users Quality of Service (QoS)
requirements such as minimizing the schedule length and satisfying the budget
constraint of an application or to incorporate some basic principles of Cloud
computing such as the elasticity and heterogeneity of the computing resources.
To deal with these issues, we present in this section some of our contributions on
task scheduling in cloud computing based on the following objectives: workload
balancing Energy Consumption minimization and minimization of makespan.

6.1 Workload Balancing

In a heterogeneous cloud computing environment, the data processing capacity
of each datacentre can vary from one datacentre to another. Datacentres at high
speed must be loaded more than datacentres at low speed. Hence, the efficient use
of Cloud Computing systems requires that the load on each node should be well
balanced. When the load changes unpredictably during the computation, a load
balancing strategy between geo-distributed datacentres is required. Furthermore,
in scientific workflows, huge volumes of data may require a migration from one
datacentre to another geographically dispersed. So, a large amount of bandwidth
consumption is done because of Big Data migration between datacentres which
deteriorates the system performance. So, if two datasets or more are always
used together with many tasks, they must be stored together for reducing the
frequency of data movement. Thus, an efficient algorithm to migrate bulk of
data between geo-distributed datacentres is needed.

The major problem with the approaches proposed in Subsect. 5.3 (load-
aware) is they do not deal with data movement and load balancing problems at
the same time which can negatively affect the system performance. The major
motivation of our work is to simultaneously combine the problem of load bal-
ancing and management of big data movement in cloud computing environment
in order to improve the performance of such systems.

In this context, we have proposed a threshold-based load balancing algorithm
[48], which is divided into three steps. As a first step, we analyzed the depen-
dencies between tasks and datasets in order to cluster the datasets into different
datacentres based on these dependencies. In the second step, we used HPCC
benchmark to quantify each datacentre performance, in order to attribute a
threshold for each datacentre taking into consideration the datacenter’s speed of
processing and data storage capacity. In the third step, we proposed a method to
balance the load among datacentres based on the aforementioned threshold. Our
experimental results show that our approach can efficiently reduce the frequency
of data movement and keep a good load balancing between the datacentres.
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Table 1. Summarization of existing workflow scheduling algorithms

Name of

algorithm

Nature of

algorithm

Optimization

model

Optimization

criteria

Tool used Target

system

HCOC algorithm

[20]

Single

objective

Heuristic Cost Real cloud Hybrid cloud

TWFS algorithm

[29]

Multi-

objective

Service-

oriented

Cost and

deadline

Simulation Cloud

Malawski et al.

[30]

Bi-criteria Hybrid HO Deadline and

cost

Real cloud Hybrid cloud

EIWD algorithm

[31]

Single

objective

Meta-heuristic Makespan Simulation Private cloud

E-HEFT

algorithm [32]

Bi-criteria Matching game

method

Load balancing

and makespan

Cloudsim

simulator

Public cloud

DCGA

algorithm [33]

Bi-criteria Genitic

algorithm

Deadline and

Cost

WorkflowSim

simulator

Public cloud

Chen et al. [34] Single

objective

Heuristic, task

clustering

Load balancing WorkflowSim

simulator

Cloud

Madhu et al. [35] Bi-criteria Heuristic Load balancing

and makespan

Real cloud Public cloud

BaRRS

algorithm [36]

Multi-

objective

Exponential

graph based

Execution time

and monetary

cost

Real cloud Public cloud

Poola et al. [37] Multi-

objective

Heuristic Execution time,

cost and fault

tolerance

CloudSim

simulator

Hybrid cloud

FARS Algorithm

[38]

Bi-criteria Monte Carlo

method

Reliability and

makespan

CloudSim

simulator

Cloud

HRRM

algorithm [39]

Bi-criteria Heuristic Cost and

reliability

Real cloud Public cloud

DT-MG

algorithm [40]

Single

objective

Heuristic Energy CloudSim

simulator

Cloud

PreAntPolicy

algorithm [41]

Single

objective

Prediction

model

Energy CloudSim

simulator

private cloud

DVFS-MODPSO

algorithm [42]

Multi-

objective

Meta-heuristic

and PSO based

Energy,

makespan and

cost

Real cloud Hybrid cloud

SABA algorithm

[21]

Bi-criteria Heuristic Makespan and

security

Real cloud Cloud

SCAS algorithm

[43]

Bi-criteria Meta-heuristic

and PSO based

Security and cost Real cloud

and cloudSim

simulator

Cloud

FFBAT

algorithm [44]

Bi-criteria Hybrid

optimization

Security and cost CloudSim

simulator

Cloud

Cloudcompaas

platform [45]

Bi-criteria Dynamic

scheduling

Cost and

efficiency

Real cloud PaaS cloud

Garg et al. [46] Multi-

objectiv

Static

scheduling

Resource

utilization and

QoS

CloudSim

simulator

Cloud

Garg et al. [47] Multi-

objective

Heuristic waiting time and

execution time

CloudSim

simulator

Hybrid cloud
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6.2 Energy Consumption Minimization

The main drawback of all the aforementioned studies in Subsect. 5.5 (energy-
aware) is that they consider either energy consumption or SLA violation as
their main objective and develop their solutions based on that. Unlike them, our
goal is to reduce the number of active hosts and decline the energy consumption
as well as meet the QoS requirements using novel multi-criteria algorithms which
leads to notable improvements in output results.

To achieve this, we proposed an efficient algorithm named DT-MG (Many-
to-One Matching Game for Tasks Scheduling towards Resources Optimization
in Cloud Computing) [40], which aims to reduce energy consumption and to
guarantee quality of service (QoS) without violating the SLA. The main idea
of our approach is to develop a new algorithm that manages assigning tasks to
datacenters in optimal manner, then reduce resource and energy consumption
and increase the service quality of the Cloud environment. We have set an upper
and lower utilization thresholds and we have tried to keep the total utilization of
CPU of the set of datacenters between these thresholds. When the load on the
datacenter is above the upper threshold or below the lower threshold, the system
is unbalance and some tasks have to be migrated. Lower utilization threshold is
the threshold for the minimum resource utilization for a datacenter. When the
utilization goes below the lower threshold, all tasks have to be migrated and

Fig. 7. DT-MG mechanism running on all data centers
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the node has to be switched to the sleep mode in order to save the resource
consumed by the idle node, which is known as the consolidation of a datacenter.
Upper utilization threshold is the maximum resource utilization threshold for a
datacenter. When the utilization exceeds the upper threshold, some tasks have
to be migrated from the datacenter to keep some resources free to avoid the SLA
violation. As shown in Fig. 7, our approach consists of four procedures:

• Task scheduling in datacenters based on Matching game theory.
• Detecting over-utilized and under-utilized datacenters.
• Selecting the best tasks for the migration.
• Finding proper datacenters for the migrated tasks.

6.3 Minimization of Makespan

Among the algorithms proposed to minimize the tasks makespan, the Heteroge-
neous Earliest Finish Time (HEFT) heuristic is known to give good results in
short time for scheduling tasks in heterogeneous systems. Generally, the HEFT
algorithm achieves high performance and very good tasks execution time, but
its drawback is that there is no load balancing among machines of the underline
system. Thus, in our previous paper, in order to reduce the total execution time
of the workflow, we have propose a scheduling approach that takes into account
the variety and heterogeneity of virtual machines in a cloud computing cluster
(e.g. different bandwidths, transfer rates, and processing capacities). It takes
also into account the data distribution and data constraints all together within
the same solution, i.e. tasks and data transfers are scheduled together.

The algorithm named an enhancement of Heterogeneous Earliest Finish Time
(E-HEFT) [32]. The main idea of this paper is to improve the tasks scheduling
process in HEFT algorithm. The algorithm is consisted of four phases. In the first
phase, we specify the load threshold of each machine based on both processing
speed and storage capacity. In the second phase, we define the datasets depen-
dencies in order to cluster the datasets into different datacenters based on these
dependencies. In the third phase, we group the tasks by level, then we assign a
value (Rank) for each task based on the algorithm HEFT. Finally, we schedule
these tasks on its best machine bases on Matching Game theory. To evaluate
the performance of our algorithm, we have compared our proposed algorithm
with other existing techniques based on the execution time (i.e., make-span)
and degree of imbalance (DI). The experimental result shows that our algorithm
not only balances the load, but also takes less time to execute tasks compared
to the two other algorithms.

7 Workflow Scheduling Issues in Cloud Computing

Large-scale scientific workflow application come up with increasing demands of
resources. As the resource demands increases and large-scale workflow appli-
cations deployed on the cloud, workflow scheduling in a cloud environment is
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becoming a challenging task. However, Most of existing techniques on cloud
workflow scheduling are conducted for relatively simple scenario. For instance,
optimizing cost and time from user’s point of view with satisfying the users’
QoS requirements is considered the main goal of these techniques. Furthermore,
the resources given are fixed and unchangeable during the process of scheduling.
There also are some challenges to make the scheduling of cloud workflow more
consistent with the real world scenario.

1. Dynamic Cloud Computing environment: The majority of workflow
scheduling algorithms are conducted in static cloud environment whose
parameters of resources, such as the number of virtual machine and network
bandwidth, are fixed. However, cloud is a dynamic environment with varia-
tion of performance during the workflow execution, as an embodiment of the
scalability which enable user to get precise amount of needed resource to exe-
cute workflow tasks in an economical way. Therefore, an adaptive scheduling
solution may be more effective in solving a real-world problem.

2. Integrated architecturet: The second challenge is to integrate the work-
flow management system with cloud cluster. We require a workflow manage-
ment system that acquires computing resources, managing resources, dispatch
tasks, monitors process, and tracking of resource for effective utilization. A
workflow engine should be designed with strong functionality to deal with
large-scale tasks. Also, it must be user-friendly in which the user can define
required parameters easily for workflow scheduling.

3. Reliability: Despite the attractive features of cloud platform (in terms of
scalability, dynamicity, and low cost), the inherent unreliability of this sys-
tem has caused great threat to the applications. Many existing studies on
workflow scheduling in the context of clouds are either on deadline or cost
optimization, ignoring the necessity for reliability. Therefore, in large-scale
distributed systems, the scheduling of an application must also account for
reliability. Low reliability of cloud will increase scheduling failure rate, thus
the makespan and cost will both increase. Two important issues need to be
considered in order to enable reliable workflow scheduling: (i) how to evaluate
the reliability of a resource and (ii) how to perform reliable scheduling based
on the reliability information of resources. Thus, considering the reliability of
the cloud workflow scheduling is a challenge in the future research.

4. Security: In QoS challenges, researchers have paid less attention on secu-
rity aspect than others such as makespan and cost. Privacy protection and
data security are vital problems to be solved in scheduling cloud workflows.
Therefore, it is of paramount importance to focus on security challenge, which
consequently improve the degree of trustworthiness of candidate resources.
In addition, security can further improve the robustness and flexibility of
workflow scheduling approaches to design an effective solution. Thus, How to
protect private data in a cloud may be an issue worth studying.

5. Big data management and workflow scheduling: Currently, massive
amount of data carried by cloud environment. Scientific workflow applica-
tions are more data intensive. So, the data resource management, data follow
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and data transfer between storage and computing resources are the main bot-
tleneck. It is very crucial to find an efficient way to manage big data needed
by the workflows.

6. Support for interactive workflows: An interactive workflow [26] is used
for controlling user navigation, performing view play, and interacting with the
user for clicking buttons and hyperlinks. Unlike scientific workflows [27], which
can be applied with a complex static scheduling to minimize the makespan
[28], interactive workflows are involved with human interactions and mainly
consider the factors such as response time, stability and security, etc. Since
most existing techniques focus on scientific workflow, while interactive work-
flows widely exist in practical applications. Thus, scheduling interactive work-
flows is a challenge in the future research.

8 Conclusion

In recent years, workflow scheduling has evolved to become a critical factor that
can significantly affect the performance of cloud computing environment. This
crucial issue is addressed by many researchers. Hence, in this paper we per-
formed a SLR to review existing literature related to this topic. A description
and discussion of various algorithms is also included and it aims to provide fur-
ther details and understanding of prominent techniques as well as further insight
into the field’s future directions. Through extensive literature survey, it has been
found that there are many algorithms for workflow scheduling, and these algo-
rithms somehow differ in scheduling factors and parameters. We discuss these
factors in general with their associated challenges and issues namely, resources
utilization, total execution time, energy efficiency, etc. It has also been analyzed
that workflow scheduling is NP complete problem therefore it is impossible to
generate an optimal solution within polynomial time and algorithms focus on
generating approximate or near-optimal solutions. From the literature reviewed,
it is clear that a lot of work has already been in the area of workflow scheduling
but still there are many areas which require further attention. For instance, in
QoS challenges, researchers have paid less attention on availability and security
aspects than others such as makespan. However, consideration of aforementioned
aspects can further improve the robustness and flexibility of workflow scheduling
algorithms.
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Abstract. The information and communication technology became of impor-
tant use but its impact on the environment became as important due to the large
amount of CO2 emissions and energy consumption. Cloud computing is con-
sidered one of Information and communication technologies that managed to
achieve efficient usage of resources and energy. However, data centers still
represent a huge percentage of the companies energy cost since the usage is
continuously growing. Ever since this issue took notice, the number of research
on energy efficiency and the green field has being growing. Green cloud com-
puting represents a solution to allow companies and users to use the Cloud and
all its perks while reducing the negative environmental impact and general costs
through energy efficiency, carbon footprint and e-waste reduction. Applications
and practices to make companies more eco friendly are being developed or
deployed day by day. Different aspects are treated in companies to achieve green
cloud computing. This chapter presents different techniques to achieve green
computing but focuses more on Cloud computing.

Keywords: Cloud computing � Green computing � Energy efficiency
Sustainability � ICT � Carbon emission

1 Introduction

ICT technologies, more specifically cloud computing, are being used by companies
worldwide but their evolution has affected the environment negatively which led dif-
ferent researchers and engineers to find ways to create and design more efficient and
eco friendly technologies and reduce their energy use and costs as well as their CO2
emission. Green computing treats different aspects related to energy consumption such
as computer devices, lightning energy, cooling system, networks energy consumption
etc. [1], this paper however, will mostly concentrate on the computing aspect. Com-
panies following the green computing trend will not only reduce CO2 emission, but
they will also reduce the amount of energy used and any amount of saving will result in
huge benefits in energy consumption globally [2]. One of its most important aspects is
data centers, one that gained a significant importance over the years to represent a big
percentage of some countries global energy. Green data centers for example are
characterized by their maximized energy efficiency, their reduced CO2 emission and
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minimized e-waste through all possible aspects. Cloud computing is an important
aspect of green computing that helped changing the behavior in consumption by
enabling users to rent services and only pay for resources they consume. It enabled to
increase the resources utilization and enabled their efficient distribution which led to
less hardware equipment and therefore a smaller carbon footprint. We define green
cloud computing as the practice of any improvement in the cloud environment that
enables the achievement of efficient use. Different hardware and software solutions
have been proposed throughout the years to achieve energy efficiency and have a better
use of the different resources in the cloud environment.

Cloud computing through virtualization maximizes the efficiency of resource uti-
lization and improves the availability of the service with dynamic migration. Virtual-
ization technology provides the capability to achieve higher hardware utilization rates
and cuts costs by aggregating a collection of physical servers into one [3]. Virtual-
ization is a key feature of green cloud computing [4]. It allows the sharing of physical
resources and maximizes the efficiency of resource utilization and improves the
availability of the service through dynamic migration.

Green computing is the ecological use of computers and correlated resources. Such
practices include the execution of energy-efficient central processing units, servers,
peripherals as well as reduced resource expenditure and proper disposal of electronic
waste. It can also be defined as the study and practice of designing, industrialized, using,
and disposing of computers, servers, and associated subsystems such as monitors,
printers, storage devices, and networking and interactions systems resourcefully and
efficiently with minimal or no impact on the environment.” The goals of green com-
puting are similar to green chemistry; reduce the use of hazardous materials, make the
most of energy efficiency during the product’s lifetime, and promote the recyclability of
defunct products and factory waste. Lack of energy efficiency can either refer to energy
loss or energy waste where lost energy is brought to the data center but is not consumed
by the data center’s main task such as cooling energy, transport energy or lighting
energy. Energy waste is an energy used for the main task of the data center but does not
provide useful output such as the energy used while running in idle mode. [24] Research
continues into key areas such as making the use of computers as energy-efficient as
possible, and designing algorithms and systems for efficiency-related computer tech-
nologies. There are several approaches to green computing namely:

• Algorithmic efficiency
• Resource allocation
• Virtualization
• Power management

In the first section, we present what cloud computing is, its types and services. The
second section presents green computing and some energy saving techniques to
achieve it. We also mention some hardware and software solutions that have been
developed to achieve green computing and the results of some energy efficiency
approaches.
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2 Cloud Computing

Cloud computing is defined as a technology that maintains data and applications
through the internet and servers in data centers. Users can access specific applications
and resources without installation or specific hardware. This enables efficient com-
puting through the use of the key technology which is virtualization. [3] The National
Institute of Standards and Technology has presented Cloud computing as a model that
enables access to a shared pool of configurable computing resources of a server with
minimal effort and minimal interaction from the service provider [6].

2.1 Cloud Services

The cloud interacts with the user through capabilities called services. The user chooses
whether to purchase software as a Service, Platform as a Service or an Infrastructure as
a service. Anything as a Service is possible; however, we will concentrate on these
three major types of services used by companies. Figure 1 shows a model of the cloud
services. The different layers presented are either managed by the cloud provider or the
user depending on the service. Some examples of each service are mentioned.

2.1.1 Software as a Service
The software as a service enables an end user to purchase an application based on his
needs and pay as much as he consumes. The user can access the service through a web
portal or architecture based on web service technologies. Its main advantage is its low
cost, scalability and ease of integration [8]. The SaaS provider needs to measure the
efficiency of the software design, implementation and deployment. He should also, for
energy efficiency, serve users through a data centre that’s the closest to them for a
minimum number of user’s data replicas [11].

2.1.2 Platform as a Service
Platform as a service is used by developers mainly but not exclusively. This model
offers the platform and the environment, development tools to set up their various
services and applications on the internet. PaaS services are hosted in the cloud and

Fig. 1. The cloud service models [8]
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users can access it using their web browser. The cloud provider manages the hardware
and software. [8] The platform made the development of applications easier and thus
ensures system wide energy efficiency. Energy efficiency can be achieved by possibly
having different code level optimizations that cooperate with an underlying compiler in
energy efficiency execution of applications. It is also possible to use an energy effi-
ciency benchmark tool such as JouleSort that measures the energy needed to perform
an external sort [11].

2.1.3 Infrastructure as a Service
Infrastructure as a service allows companies to buy IT resources in the form of a service
on the fly without having to build and maintain IT infrastructures in-house. IaaS
enables the resources virtualization which represents of the most important enabling
technologies of the Cloud. This model enabled companies to reduce the infrastructure
cost and only use resource actually being used. Their servers can be virtualized and
they get the resources they need on the fly. The management in the provider’s data
centre is minimal; users manage their own software services as if they were using
servers from their own data centres. [8] This model is the most flexible for energy
efficiency. The providers ensure it through virtualization and consolidation and various
energy scheduling and resources provisioning policies enable it. Different energy
meters and sensors are used to measure the energy efficiency in the data centre. The
providers also offer incentives to users to use the services during off-peak or maximum
energy efficiency hours [11].

2.2 Cloud Types

The cloud type used by a user or a company can be of different types depending on
their needs and business objectives. Depending on which type of cloud the provider is
offering, his level of control over it changes. In this section, we present the public,
private, hybrid and community clouds.

2.2.1 Public Cloud
This type of cloud that can be owned by a company that offers cloud services to the
public. Users can simultaneously use the applications or the service provided. The
major advantage of this type is the multi tenancy where more than one user can access
the service at any time and from anywhere. Its main disadvantage is its lack of security
since it’s accessible to the public. Some examples of the public cloud are Amazon web
services and others that are mentioned in Fig. 1 [8, 11].

2.2.2 Private Cloud
The cloud is owned by a company or organization and can only use by the same
company or one of its customers or partners. It can reside on or off site. The sharing of
hardware and software is limited. The private cloud is considered to be more secure
than the public cloud because it only allows access to specific concerned people, in
contrast to public cloud that is accessible to anyone. The main advantage of this
deployment model is the control the company has over its data, the system performance
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and the security guidelines. The private cloud is similar to the traditional model of local
access networks except that it adds the virtualization’s advantages [8, 11].

2.2.3 Community Cloud
Organizations with compatible requirements use the same cloud infrastructure. They
are built to specifically operate for a particular group where the organizations share the
same cloud requirement. This model is used by organizations that work on joint pro-
jects [8].

2.2.4 Hybrid Cloud
This type of cloud is a combination of two or more private, public or community clouds
to perform various functions in the enterprise. An organization can maximize its effi-
ciency by using a public cloud for the non sensitive operations and use the private one
on sensitive operations. It can be implemented either by integrating a private service
and a public one from different providers or through a hybrid package provided by an
individual cloud provider. It’s also possible to sign up to a public cloud and integrate its
services to an on premise private cloud managed by the organization. This model offers
scalability, security and flexibility [8, 11].

3 Green Computing in Cloud

Green Computing refers to the efficient use of computers and other technologies while
respecting the environment through energy efficient peripherals, improved resources
use and reduced electronic waste. These goals will not only make the resources more
efficient but also enhance the overall performance. In the technical way, the Green
Computing can have 2 aspects:

• Software technology: the purpose is to create such methods that can enhance the
efficiency of program, storage and energy.

• Hardware aspect: the purpose is to provide technologies which can not only min-
imize the consumption of energy but also make it economically efficient with the
help of recycling [27].

Modern data centres are hosting a multiplicity of applications ranging from those
that run for a few seconds to those that run for longer periods of time on collective
hardware platforms. The need to manage multiple applications in a data centre creates
the challenge of on-demand reserve provisioning and allocation in response to
time-varying workloads. Normally, data centre capitals are statically allocated to
applications, based on peak load characteristics, in order to maintain isolation and
provide performance guarantees. Recently, high performance has been the individual
concern in data centre deployments and this require has been fulfilled without paying
much deliberation to energy consumption. The average data centre exhausts as much
energy as 25,000 households. As energy costs are increasing while availability
dwindles, there is a need to shift focus from optimizing data centre resource man-
agement for sterilized performance to optimizing for energy efficiency while main-
taining high service level performance.
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Data centres are not only luxurious to maintain, but also unsociable to the envi-
ronment. Data centres now drive more in carbon emissions than both Argentina and the
Netherlands. High energy costs and huge carbon footprints are incurred due to huge
amounts of electricity needed to power and cool numerous servers hosted in these data
centres. Cloud service providers need to adopt measures to ensure that their profit
margin is not considerably reduced due to high energy costs. For instance, Google,
Microsoft, and Yahoo are building large data centres in unproductive desert lands the
Columbia River, USA to exploit cheap and reliable hydroelectric power.

Lowering the energy convention of data centres is a demanding and composite
issue because computing applications and data are increasing so quickly that pro-
gressively larger servers and disks are desirable to process them fast enough within the
essential time period. Green Cloud computing is envisioned to achieve not only
well-organized processing and utilization of computing infrastructure, but also mini-
mize energy utilization. This is essential for ensuring that the future growth of Cloud
computing is sustainable. Otherwise, Cloud computing with increasingly persistent
front-end client devices interacting with back-end data centres will cause a huge
acceleration of energy usage. To address this problem, data centre resources need to be
managed in an energy well-organized manner to drive Green Cloud computing. In
particular, Cloud resources need to be allocated not only to satisfy QoS requirements
specific by users via Service Level Agreements (SLA), but also to decrease energy
usage [10].

• Infrastructure as a Service (IaaS): “Infrastructure as a Service (IaaS)”, delivers
computer infrastructure – A platform virtualization environment - as a service.
Rather than purchasing servers, software, data-center space or network tackles,
clients instead as a fully outsourced service.

• Desktop as a Service (DaaS): With DaaS, deployment and management of the
desktop environment is slim. Data and applications are accessed from beginning to
end in a virtual environment, allowing businesses and providers to support, patch
and maintain one environment rather than managing personal desktops in an
organization. And, with one central environment, data is more secure while still
allowing users the elasticity to choose between working on desktop and working on
mobile devices.

• Software as a Service (SaaS): “Software as a Service (SaaS), sometimes referred to
as “software on demand,” is software that is deployed over the internet and/or is
deployed to run behind a firewall on a local area network or personal computer.

• Disaster Recovery as a Service (DRaaS): Serve Restore, our cloud disaster recovery
solution for on-premise physical servers, is often called our better than backup
solution. With Serve Restore, our engineers prebuilt a fully designed virtual envi-
ronment for your data. When disaster strikes, server’s recovery is fully managed;
they’re constructed to run within our cloud environment in just a combine of hours.

• Backup as a Service (BaaS): Green Clouds backup solution powered provides a
remote, secure, cloud based storage destination for obtainable server infrastructures.
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3.1 Green Computing Architecture

The US Environmental Protection Agency on Global Greenhouse Gas Emissions
conducted a survey, 65% of the CO generated is from fossil fuel and industrial process
while the industry produces 21% of greenhouse gas. This not only increases costs and
CO2 emission but also reduces energy efficiency and causes global warming which
leads the weather changes and the dispersion of illnesses and making the planet
inhabitable for some species. Green computing represents an important part of the IT
infrastructure even though IT designers can have a hard time applying it at its best in
their designs whether its application design or system design. The main challenge of
Green computing is to improve performance while reducing energy consumption and
carbon emission. In [1], Green Cloud computing can be divided into five categories:
models and methods, architectures, frameworks, algorithms and general issues, these
categories aim at reducing costs, the carbon footprint, improve energy efficiency and a
better management of resources in a data center. The following figure shows how
Cloud computing through its services impacts the environment (Fig. 2).

3.2 Energy Saving Techniques

Energy efficiency for green cloud computing from the provider’s perspective can be
achieved by finding the most efficient way of energy use and using clean energy. From
the cloud users’ perspective, users can use low powered devices that will use less
energy. Energy management in the cloud’s servers or using an auto-scaling infras-
tructure also reduces energy consumption. Cloud computing allows energy efficiency
through its virtualization feature. Green data centers are designed to be the most energy
efficient they can be from all aspects, such as lightning, electrical, mechanical and
computer systems. To reduce energy consumption, cloud providers can use software or
hardware optimizations [1].

• Hardware includes all the information and communication technology in the data
center such as network and servers. They are the central part of the data center since
they perform the main tasks. Hardware also includes cooling equipment, lighting,

Fig. 2. Cloud computing characteristics and their influences on the environment [11]
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the power supply and the building itself. Hardware changes can rely on the use of
dynamic voltage frequency scaling and power management (DPM) [1] and also
adaptive link rate similar but on network card interface reducing their capacity and
therefore their consumption [18].

• Software represents everything that runs on top of the ICT equipments; it includes
Cloud Management Systems (CMS) that are in charge of managing the data center.
It also includes appliances that represent the software used by the user. Energy
consumption can be minimized at the server level by using specific techniques in
the compiler layer, the operational layer and the application layer such as powering
off part of the chips, making the CPU clock speed slower, working on improving
the performance per watt, increasing the efficiency of workload management and
powering off the idle components. At the data center level, all the focus goes to
virtualization techniques [1].

3.2.1 Virtualization
Virtualization is the enabling technology in Cloud computing that enables virtual
machines management and energy efficiency through a better resources sharing. It
allows the sharing of physical resources and maximizes the efficiency of resource
utilization and improves the availability of the service through dynamic migration. It
enables the execution of multiple operating system instances through the hypervisor.
These instances are called virtual machines and run on the same physical server with a
dedicated operating system and hosted applications. Virtualization technology provides
the capability to achieve higher hardware utilization rates and cut costs by aggregating
a collection of physical servers into one server [4]. Virtual machines in the environment
are supported by a hypervisor, the major component of the virtualization layer [14].
A physical server usually consumes less than 10% of its CPU capacity [18]. Another
advantage of virtualization is server consolidation where migrating roles from
underutilized physical machines into virtual machines gathered on a physical machine
to reduce the number of hardware used and thus energy consumption [11].

3.2.2 Virtual Machine Migration
Virtualization allows the sharing of physical resources and maximizes the efficiency of
resource utilization and improves the availability of the service through dynamic
migration. The assignment of virtual machines helps in consolidating jobs and lowering
additional hardware use. Virtual machine migration can be done through different
algorithms. In [15], the authors optimize the delta-based migration algorithm; their
approach synchronizes the disk storage data between the source and the destination.

A cloud’s data center hosts virtual machines. The VM migration transfers virtual
machines from one host to another in such a way that the power increase is least.

In this area, the problem generally resides on the VM request and their placing and
also on the optimization of the current VM’s allocation that contains two steps, the first
step chooses the virtual machine to migrate and the second is the location of the virtual
machine on the host using the MBFD algorithm. Four analytical methods have been
presented to choose virtual machines to migrate: Single threshold (ST) where an upper
utilization threshold for the host is set and a virtual machine is placed while
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maintaining the total CPU use under this threshold and thus preserving resources for
SLA in case VM’s exploitation increases. The other methods are based on the idea of
setting a lower and upper threshold of CPU utilization on host. If the CPU utilization is
lower than the minimum value then all the virtual machines have to be migrated to
another host and the host is switched off to not consume idle power. If it goes above the
threshold, some virtual machines are migrated to prevent SLA violation. For choosing
what virtual machine should be migrate, its consider best to migrate VMs with low
CPU usage to minimize the total potential increase of utilization and choosing a
number of virtual machines by alternative based on a random variable uniformly
distributed [10].

3.2.3 Virtual Machine Management
Different types of virtual machine management enable green computing, we first
mention the power aware scheduling where job’s scheduling aims at reducing the total
power of the server, the second type is thermal aware that aims at reducing the data
center’s temperature. Energy-aware virtual machine scheduler: is based on the idea of
energy consumption estimation for virtual machine without the measurement of
hardware. [16] To measure the virtual machine’s energy consumption, the provider can
use an embedded power meters in server’s system. To measure the whole system’s
power consumption, other techniques are needed. However, in virtualized environment,
service providers usually bill their users based on the processor time and the number of
instances based on the idea that the hardware cost and maintenance cost are propor-
tional to the operation time and not taking into account the all the energy costs such as
cooling, these energy costs exceed the hardware cost. Even though the energy con-
sumption of a server related to the processor time, the processor does not reflect the
energy consumption of the system.

3.2.4 Dynamic Voltage and Frequency Scaling
Dynamic Voltage and Frequency Scaling (DVFS) enables to do some scheduling to
minimize power consumption and increase performance. This method is based on a
clock being related to electronic circuits; its operating frequency is synchronized with
the supply voltage but its power savings are low compared to other approaches. [10] A
cloud’s datacenter contains servers connected with each other through a network. To be
able to execute jobs with an efficient use of resources and time, a job scheduler is
needed and using fewer resources means that less energy is consumed. To reduce
power consumption, DVFS can be used which is a technique that enables processors to
run at different combination of frequencies with voltage to reduce the consumption of
the processor’s power. [16] The authors also provide a scheduling algorithm for
allocating jobs in the cloud datacenter with DVFS technique.

Scheduling methods use DVFS to reduce the total energy cost by measuring the
processor’s power. A power aware algorithm of VMs scheduling allocates virtual
machines in a DVFS cluster that uses the lowest frequency possible for the CPU to run
the virtual machine [17].
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3.2.5 Component Level Power Management
Component level power management is considered a very important aspect of Green
computing. We mention some interests of microprocessor’s designers such as the
thermal limitations of microprocessors or the advanced power management features in
computers to extend battery life.

On the other hand, software changes can be done at the design level of a program to
improve its efficiency or control the storage space used or work on the mode of
computing used such as high performance computing and distributed and grid com-
puting [1].

3.2.6 Nano Data Centers
Nano data center is distributed computing platform preferred to modern typical data
centers for its energy consumption. NaDa is based on the idea of having a big number
of data centers with smaller size than usual distributed geographically and intercon-
nected instead of the typical data centers that are larger in size and smaller in number
and also consume up to 30% of the energy [18]. The figure below show the percentage
of energy consumed in the data center as IT room, the energy consumed by the servers,
and by the server loads (Fig. 3).

3.2.7 Fast Array and Wimpy Nodes
A Fast Array and Wimpy Nodes is a cluster system with low power consumption
capability for large scale data intensive applications and intensive input/output tasks. It
uses embedded CPUs with small amount of local flash storage and balances compu-
tation and I/O capabilities to enable efficient and parallel data access It links a big
number of nodes ‘wimpy nodes’ build using energy-efficient CPUs with small flash
memory to make one big cluster that works similarly the a traditional one but uses far
less power.

It enables a fast processing of read-intensive workloads. This architecture has
proven to deliver over an order of magnitude more queries per Joule than the usual
systems based on disks. On an experience where the original authors used an Intel

Fig. 3. Energy consumed in various parts of data center [18]
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Atom based system with a SATA based Flash drives, they showed that it is possible to
deliver more than 1000 queries/Joule [20].

3.2.8 Service Shutdown
Service shutdown can be done through automation of the switching/powering off of the
system, the hardware components or network after some kind of failure. Service
shutdown might some time require manual intervention. This practice conserves energy
but should be done after all the running services are migrated to another node switched
on [24].

3.3 Non Technical Energy Efficiency Practices

In addition to the technical practices mentioned in previous sections, the Cloud pro-
vider should take into consideration non technical ones such as the surroundings, the
building’s organization and the data center’s design. The racks of servers in a limited
size data center can be managed for orienting the produced heat and thus reduce
cooling costs [22]. External elements such as the weather or nearby renewable energy
sources of the area are also as important as internal factors if not more. We present
some non technical energy efficiency propositions.

3.3.1 Data Center’s Environment
The environment where the data center resides is also important and should be used. In
his paper [21], Patrick Kurp notes how major companies, such as Google, reduce
energy costs. It’s also important to take advantage of the characteristics of the region
and accommodations such as the renewable energy sources available in the area. We
cite as an example Microsoft that have built its data center in central Washington to use
the hydroelectric power coming from nearby dams. Advantages come from being near
the power source and from using clean energy [22]. Clean energy refers to energy
sources that produce a minimal amount of greenhouse gas if not any at all, they’re
renewable energy that can be used over and over again such as the wind, the sun and
water.

Microsoft has also an air cooled data center in Ireland where the climate is mod-
erate. It uses air cooling. Such systems can lower energy requirements up to 60% [22].

3.3.2 Data Center’s Cooling
Studies have shown that data center consume a huge percentage of electricity because
of the cooling system which creates a heat waste. Absorption cooling and Rankine
cycle appear to be the best technology for data center waste heat reuse. The use of
waste heat in an absorption cooling is a delicate thing for system that needs substantial
cooling; we concentrate here on the data center. In the usual vapor compression
refrigeration cycle, a big amount of power consumption is due to the compressor. And
since the liquids volumes is generally lower than the vapors one, replacing the vapor
compression system with an absorption refrigerator system can offer a lot of savings.
The organic Rankine cycle concentrate on the fact to use the waste heat to produce
electricity through an organic Rankine cycle. ORC can work with waste heat of a
temperature equal to 65 °C or higher. But the appropriate temperature range depends
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on the organic working fluid. The organic Rankine cycle is considered a promising
technology for heat waste reuse [25].

Other cooling technologies are used, Google claimed to be using half the industry’s
average amount of power with the use of a customized ultra-efficient evaporative
cooling. Currently, Google uses DeepMind, an artificial intelligence tool that uses
machine learning to enable the company to reduce the amount of energy using for
cooling by 40% [22, 23].

4 Green Computing Approaches and Results

In modern world, where the data centers and servers are remotely controlled under the
Cloud Computing models there is a need of Green Computing to make these more
energy efficient and economically reliable. While offering the Cloud services, the
service provides should be ensured that they can provide energy efficient services with
economical cost. But the challenging and complex task is to lower the usage of energy
of data centers. As data are growing exponentially, the Green Cloud computing having
issues related to infrastructures for computations that can not only minimize the con-
sumption of energy but can also make the Cloud services reliable and economically
efficient.

There are number of authors who have worked in Green computing areas with
respect to Cloud Computing. Table 1 represents the work done in terms of concern area
of Green Computing resources for Cloud. A year-wise study from 2010 to 2014 is
given. It is shown with concern area of Green computing resources and Objectives
which have focused to work towards the Green Cloud Computing.

Table 1. A brief review on green computing resources for cloud

No. Year Concern area of green
computing

Objectives

1. 2014 [28] Power management To use renewable energy in the cloud data centres
2. 2013 [29] Energy consumption

and CO2 emissions
To use cloud computing in construction
management

3. 2013 [30] Energy efficiency To discuss key issues and challenges for an energy
efficient cloud storage service

4. 2013 [31] Power management,
Green house

To present new ways of enhancing power
performance of data centers, cloud application etc.

5. 2013 [32] Energy efficiency To design and analyze Storage Area Network
model for energy consumption with the help of
Green-Cloud simulator

6. 2013 [33] Sustain the natural
resources

To propose an IT architecture for healthcare based
on the triple challenge of sustainability, privacy,
and cloud computing

7. 2013 [34] The reduction of the
energy

To use stochastic service decision nets to
investigate energy-efficient speed scaling on web
servers

(continued)
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After reviewing various areas of Green IT, we identify the primary objectives that
represent the focus of various researches working on Green Cloud Computing. Many
areas are already explored but others are yet to be explored and to be worked further.
Table 2 depicts the primary objectives which are in concern and appear of significant
importance to Green Cloud Computing. In Table 2, following assumptions are used:

✓: Right symbol depicts that it is taken as objectives
And
: Blank space for not considering as an objective.
For instance, in Table 2, O1 shows that it is objective 1, in which power man-

agement is taken as primary objectives. The purpose of this study it to show that which
objectives are most important and which objectives are still needed to be worked
further.

After a brief discussion, a year-wise review on Green computing resources for
Cloud computing is represented. This study is based on concern are of Green com-
puting resources and different objectives. From this review it is observed that energy
efficiency and power management are taken as common and important objectives.

Table 1. (continued)

No. Year Concern area of green
computing

Objectives

8. 2013 [35] To provide green and
cost-efficiency

A synergistic cloud where the pricing plan,
scheduler, and the charge-back model work in
tandem with each other to provide green and
cost-efficient computing options and incentives to
the environmentally friendly and cost-conscious
end-users

9. 2012 [36] Energy efficiency,
Greenhouse gases

Based on the fact that resource utilization directly
relates to energy consumption, they have
successfully modeled their relationship and
developed two energy-conscious task consolidation
heuristics

10. 2012 [37] Survey on data centre,
minimizing CO2

Overview is given on green metrics that are
applicable to data centers

11. 2011 [38] Virtualization of servers To highlight the emergence of Green Computing
resources as a result of the increasing trends in
power consumption and discussed a number of
measures for efficiency improvements

12. 2011 [39] Energy efficiency Energy consumption is analyzed based on types of
services and obtain the conditions to facilitate green
cloud computing to save overall energy
consumption in the related information
communication systems

13. 2010 [40] Sustainable distributed
data center prototype

Management of servers running in free cooling
conditions
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In this study it is also observed that to sustain the natural resource, to provide green
and cost efficiency, reduce carbon emissions, virtualization of servers and management
of servers are very rare objectives which are used in studies and needed to be explored
further.

4.1 WSN Optimization for Energy Efficiency

4.1.1 Optimizations
As sensors are becoming cheaper and more efficient, the number of WSN applications
has grown. These networks however consume a lot of energy which reduces the life of
the network. Energy is mostly consumed in data communication. The proposed
framework aims at reducing energy by optimizing the transmission process through
in-network compression, changing the syntax of the query to reduce the size of data to
be transmitted between nodes and between the base station and the nodes. The goal is
to achieve query optimization at the base station (sink node) and therefore reduce the
number of queries injected to the network.

The proposed method uses the compression of the stream data and then query
merging and the use of variables in query syntax at the base station. The framework is
composed of a user that wants to retrieve information and does it by sending a query to
the motes (free nodes) via the base-station. After the query is injected to the base
station; some processes are involved in sending data from the nodes to the base station:

• In network-optimization: The sensed data is in the form of continuous data stream
that is tokenized to generate strings of data that are compressed afterwards; the
developers of the framework studied the results of different compression algorithms
and named Huffman as the best between LZW and Deflate.

• Base-station optimization: Energy consumption is achieved by optimizing queries
through query merging. As the new query is injected to the base station, the
database is checked to see if it satisfies the injected query, if not, the query is
merged with the similar queries which generated a new synthetic query. Depending
on whether it has a benefit or not, either the synthetic or the injected query is added
to the query set [2].

Table 2. A comparative study of green computing areas for cloud

Objectives
studies

Power
management

Energy
efficiency

Sustain the
natural resources

To provide green
and cost-efficiency

Reduce carbon
emissions

Virtualization
of servers

Management
of servers

O1 ✓

O2 ✓

O3 ✓

O4 ✓ ✓

O5 ✓

O6 ✓

O7 ✓

O8 ✓

O9 ✓

O10 ✓

O11 ✓

O12 ✓

O13 ✓
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In addition to the previous optimizations, the queries have identical expressions
which are replaced with characters called static variable that compress data more.

4.1.2 The Results
In this section, we present the results obtained after using the Green Cloud Framework.
The figures show how the query size changes after using different algorithms (Fig. 4).

The graph show that queries send after compression. The size of the queries
decreased using the Huffman and LZW compression algorithm, it however increased
using Deflate. The best compression algorithm is Huffman, the query’s size went from
300 bits to 100 bits. They then used static variables in query compression to reduce the
query size (Fig. 5).

Fig. 4. The results of the approach [2]

Fig. 5. Graphs showing results of improved energy gains (a) Huffman (b) LZW [2]
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By using compression using static variables, the size of the query decreased even
more, from 155 bits to 60 bits. The application of this optimization enabled energy
consumption with a percentage of 10.29% [2].

4.2 Green Cloud Framework

4.2.1 The Architecture
The Green Cloud Framework was proposed to make cloud computing more energy
efficient. It took into consideration that most efforts for sustainability have missed a few
points such as the files size and the significantly increased load due to VM migration
that eventually causes a heating issue. They also pointed that cloud providers want to
achieve green computing but without being affected in the market. The Green Cloud
framework is based on the use of a green broker to ensure efficiency from the user’s
and provider’s side. The users submit their requests to the green broker that selects the
greener service provider. The Cloud providers propose offer green services in a public
directory made accessible to the green broker. They’re based on energy efficiency,
convenient pricing and choosing the greener time where carbon emission is least; each
cloud service has specific parameters that show its energy efficiency such as PUE,
carbon emission rate of electricity, cooling efficiency and network cost. Based on these
parameters, the green broker selects the cloud service that results in the least percentage
of carbon emission and buys it for the users. This framework keeps track of the cloud
provider’s energy efficiency.

Through a case study, they proved how their framework achieves energy efficiency
in terms of carbon emission by studying five policies that the green broker uses for
scheduling. These five policies are:

• Greedy Minimum Carbon emission (GMCE): User applications are assigned to
Cloud providers based on their carbon emission

• Minimum carbon emission (MCE-MCE): Applications are assigned to the Cloud
provider with minimum Carbon emission due to the location of their data center and
also due to application execution.

• Greedy Maximum Profit (GMP): User applications are assigned to the Cloud
provider with the fastest execution and maximum profit

• Maximum Profit- Maximum Profit (MP-MP): This policy takes into consideration
the profit made by the Cloud provider and application finishes by a deadline.

• Minimizing Carbon emission and Maximizing Profit (MCE-MP): In this policy,
user applications are assigned to the provider that minimizes the total carbon
emission while maximizing the profit [11].

There are mainly four components as described below:

a. Users/Brokers: At topmost layer the cloud users/brokers demand for services from
anywhere around the world. APIs provides the capacity to store VM images and
source files for web server mechanism.

b. Green Service Request Manager: It provides a crossing point between the cloud
users and cloud infrastructure. It handles all the requests generated by the cloud
users and supports the energy efficient resources. It also uses various scheduling
schemes for distribution of virtual machines.
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c. Virtual Machines: Commonly known as Virtual appliances it includes software to
create and deploy the applications. VMs are used to handle the service requests at
the virtual machine layer.

d. Physical Machines: The lowest layer exhibits the physical objects or resource
instances to map the services to particular machine so that the calculation of the
particular task can be performed.

4.2.2 The Results
The green policies are GMCE, MCE-MCE and MCE-MP while MP-MP and GMP are
more profit oriented policies. The total carbon emission has reduced by up to 20%
using green policies compared to profit-oriented policies. The user’s urgency is also a
factor in the carbon emission process. If users are less urgent and choose the appro-
priate time (the greener time), carbon emission can be reduced. Results have shown that
the impact of green policies is minimal on the cloud’s provider profit.

4.3 Comparison of Cloud Data Centers

Reducing the energy consumption is accompanied by reduced carbon emission and
e-waste. Many major Cloud companies such as Apple, Google, Amazon, etc. com-
mitted to only use renewable energy in their data centers. Greenpeace collected data
and compared the clean energy use, coal and nuclear use between 2012 and 2016. [1]
Table 2 shows the comparison where the use of clean energy has increased signifi-
cantly throughout the years while the percentage of Coal and nuclear energy decreased
which improves energy efficiency in green data centers (Table 3).

Table 3. Comparison of significant cloud data centers in 2012 and 2016 [1]

Cloud datacenters Coal Nuclear Clean
2012 2016 2012 2016 2012 2016

Amazon 34% 30% 30% 26% 14% 17%
Apple 55% 5% 28% 5% 15% 83%
Facebook 39% 15% 13% 9% 36% 67%
Google 29% 15% 15% 10% 39% 56%
HP 50% 27% 14% 5% 19% 50%
IBM 50% 27% 12% 15% 12% 29%
Microsoft 39% 31% 26% 10% 14% 32%
Oracle 49% 36% 17% 25% 7% 8%
Salesforce 34% 16% 31% 15% 4% 43%
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5 Conclusion

In this paper, we presented a review of different ways to get involved in sustainability
through Cloud computing and how to make the cloud greener. The topic is of major
importance due to its impact on the planet, health and costs. Cloud computing is
already considered to be an important aspect of Green computing, however different
techniques and approach have been studied and presented to make everything more eco
friendly and exploit the already existing components and resources for more efficient
use. Green computing can be achieved through four parts: hardware device manu-
facturing, software techniques, people awareness, and standard policies. People
awareness and standard policies were out of the scope of this paper so we focused more
on techniques usable at the hardware and software level. We presented how green
computing has changed over time through these approaches and policies along with
different technical and non technical practices to achieve energy efficiency and follow
the green computing trend.
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Abstract. Video processing and more particularly motion tracking
algorithms present a necessary tool for various domains related to com-
puter vision such as motion recognition, depth estimation and event
detection. However, the use of high definitions videos (HD, Full HD,
4K, etc.) cause that current implementations, even running on modern
hardware, no longer respect the requirements of real-time treatment. In
this context, several solutions have been proposed to overcome this con-
straint, by exploiting graphic processing units (GPUs). Although, they
benefit from the high power of GPU, none of them is able to provide
efficient dense and sparse motion tracking within high definition videos
efficiently. In this work, we propose a GPU and Multi-GPU based method
for both sparse and dense optical flow motion tracking using the Lucas-
Kanade algorithm. Our method presents an efficient exploitation and
management of single or/and multiple GPU memories, according to the
type of applied implementation: sparse or dense. The sparse implemen-
tation allows tracking meaningful pixels, which are detected with the
Harris corner detector. The dense implementation requires more compu-
tation since it is applied on each pixel of the video. Within our approach,
high definition videos are processed on GPUs while low resolution videos
are treated on CPUs. As result, our method allows real-time sparse and
dense optical flow computation on videos in Full HD or even 4K format.
The exploitation of multiple GPUs presents performance that scale up
very well. In addition to these performances, the parallel implementa-
tions offered lower power consumption as result of the fast treatment.

Keywords: Lucas-kanade method · Sparse and dense optical flow
Multiple GPU computations · CUDA · Energy consumption

1 Introduction

The field of video surveillance presents actually one of the most active research
topics in computer vision. In fact, a great deal of growth in the number of surveil-
lance cameras has been noted due to the increasing concern about public safety
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and law enforcement. As result, the necessity of automatic techniques which
process and analysis human behaviors and activities in real time is more evi-
dent every day. In this context, motion estimation algorithms present a common
approach of various methods in computer vision such as object recognition and
tracking, depth estimation, event detection [21] or even eye tracking [4].

The optical flow estimation presents a common technique that ca be used for
motion tracking. The latter was initially described in 1950 by Gibson [5]. Since
then a number of methods based on this technique have been developed, e.g.
Horn and Schunck [8] or Lucas and Kanade [11], known by its noise robustness
and capability of tracking even small motions. The high accuracy is, however,
achieved at the expense of high computational complexity. Moreover, modern
surveillance systems are nowadays more commonly equipped with high resolution
cameras, but despite the increased computational burden are still expected to
work in real-time. As a result, a need arose for high performance implementations
of motion estimation algorithms. Recently, a high attention has been given to
new computational architectures, such as graphic processing units (GPUs) which
present a large number of computing units, their power has far exceeded the
CPUs ones [24].

However, the actual solutions that take advantage of GPU for motion esti-
mation [9,13] are either unable to handle high definition video streams or limited
to sparse optical flow computation [12,15,22] which requires less computation
than the dense one. Therefore, we propose Multi-GPU based method of sparse
and dense Lucas-Kanade algorithm used for motion estimation. The method is
also adapted for real-time processing of multiple high definition videos simul-
taneously, which is so useful in video surveillance systems that control large
volumes of data. Experimental results show that our implementation is capable
of handling video streams in Full HD or even 4K standard in real-time. The
remainder of the paper is organized as follows: related works are discussed in
Sect. 2. The third Section presents the algorithms of sparse and dense optical
flow estimation using the Lucas-Kanade approach, while Sect. 4 describes the
related GPU implementation that we proposed. In Sect. 5, we propose two tech-
niques of multiple GPUs exploitation that allow to obtain scalable performance.
Experimental results are given in Sect. 6 showing time comparisons and the over-
all performance of GPU and multi-GPU implementations. Finally, conclusions
and future works may be found in Sect. 7.

2 Related Work

Image and video processing algorithms present prime candidates for paralleliza-
tion on GPU since they apply similar or even the same calculations over many
pixels. In case of GPU-based optical flow motion tracking algorithms, one can
distinguish two categories of related works. The first are called dense optical
flow which tracks all frame pixels without selecting any features. In this cate-
gory, Marzat et al. [13] proposed a CUDA1 implementation of the Lucas-kanade
1 CUDA. https://developer.nvidia.com/cuda-zone.

https://developer.nvidia.com/cuda-zone
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method for optical flow estimation, that allowed to compute dense and accurate
velocity field at about 15 frames per second (Fps) with 640×480 image resolution.
Authors in [14] presented GPU (CUDA) implementation of the Horn-Shunck
optical flow method that offered a real time processing of low resolution videos
(316 × 252). Gwosdek et al. [6] developed a GPU implementation of the Euler-
Lagrange (EL) framework for computing optical flow vectors using sequences
with 640 × 480 pixels in near-real time.

The second category includes software tools tracking selected image features
only. Sinha et al. [18] developed a GPU implementation of the popular KLT
feature tracker [20] and the SIFT feature extraction algorithm [10]. This was
developed with the OpenGL/Cg libraries allowing to extract about 800 features
from 640 × 480 video at 10 Fps which is approximately 10 times faster than
the corresponding CPU implementation. Authors in [16] proposed a GPU based
block matching technique using OpenGL. This implementation offered a real
time processing of 640 × 480 video. Sundaram et al. [19] developed a method
for computing point trajectories based on a fast GPU implementation of the
optical flow algorithm that tolerates fast motion. This parallel implementation
runs at about 22 Fps, which is 78 times faster than its CPU version. Recently,
we developed a Multi-GPU implementation [12] of sparse optical flow compu-
tation that allowed real time motion tracking with high definition videos. This
method is not adapted for computing dense optical flow which requires more cal-
culation and thus a better exploitation of GPUs. Despite the great speedups of
the above-mentioned GPU based software tools, none of them is able to provide
an adapted real-time solution for both sparse and dense optical flow estima-
tion when using high definition videos. Moreover, they are not well adapted for
exploiting multiple GPUs simultaneously.

Our contribution focuses on the development of a real-time sparse and dense
optical computation method. The latter can be summarized within three points:

1. Sparse and dense optical implementation, which is adapted for exploiting
single and multiple GPUs, accordingly to the type of applied approach: sparse
or dense.

2. Efficient exploitation multiple GPUs, which consists of distributing frames
between GPUs instead of dividing them. This allows to reduce data transfer
times and maximizes the exploitation of the high power of each GPU.

3. Efficient management of different kinds of GPU memories in order to obtain
fast access to frame pixels. As a result, our implementation is able to perform
a real-time motion tracking (of one or multiple videos) on Full HD or even
4K standard videos.

4. Smart exploitation of multiple GPUs for low energy optical flow-based motion
estimation using multiple HD and Full HD videos.

3 Sparse and Dense Optical Flow Estimation

Before presenting the proposed GPU and Multi-GPU implementations, we start
by describing the algorithms of dense and sparse optical flow estimation using
the Lucas-kanade approach.
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3.1 Sparse Optical Flow Estimation

The sparse optical flow method consists of both features detection and tracking
algorithms. The first one enables to detect features that are good to track, i.e.
corners. To achieve this, we have exploited the Bouguet’s corners extraction
technique [3], which is based on the principle of Harris detector [7].

The second step enables to track the features previously detected using the
optical flow method, which presents a distribution of apparent velocities of move-
ment of brightness pattern in an image. It enables to compute the spatial dis-
placements of images pixels based on the assumption of constant light hypothesis
which supposes that the properties of consecutive images are similar in a small
region. Indeed, most optical flow techniques suppose two hypothesis: constant
brightness and spatial smoothness.

• Constant brightness: this supposes that the value of a small region remains
the same either if its position changes.

• Spatial smoothness: this supposes that neighbor pixels that belong to the
same region (or surface) have nearly the same motion.

For more detail about optical flow computation, we refer readers to [3,11]. In
this work, we focus on the sparse Lucas-Kanade algorithm, which is well known
for its high efficiency, accuracy and robustness. This algorithm disposes of six
steps:

1. Step 1: Pyramid construction: in the first step, the algorithm computes
a pyramid representation of images I and J which represent two consecutive
images from the video. The other pyramid levels are built in a recursive
fashion by applying a Gaussian filter. Once the pyramid is constructed, a
loop is launched that starts from the smallest image (the highest pyramid
level) and ends with the original image (level 0). Its goal is to propagate
the displacement vector between the pyramid levels. Note that this vector is
initialized with 0 values, and will be calculated during next steps. This step
is illustrated in Fig. 1.

2. Step 2: Pixels matching over levels: for each pyramid level (described in
the previous step), the new coordinates of pixels (or corners) are calculated.

3. Step 3: Local gradient computation: in this step, the matrix of spatial
gradient G is computed for each pixel (or corner) of the image I. This matrix
of four elements (2 × 2) is calculated based on the horizontal and vertical
spatial derivatives. The computation of the gradient matrix takes into account
the area (window) of pixels which are centered on the point to track.

4. Step 4: Iterative loop launch and temporal derivative computation:
a loop is launched and iterated until the difference between two successive
optical flow measures (calculated in next step), or iterations, is higher than
a defined threshold. Once the loop launched, the computation of temporal
derivatives is performed using image J (second image). This derivative is
obtained by the subtraction of each pixel (or corner) of the image I (first
image) and its corresponding corner in the image J (second image). This
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Fig. 1. Pyramid construction

enables to estimate the displacement estimations which is then propagated
between successive pyramid levels.

5. Step 5: Optical flow computation: the optical flow measure ḡ is calculated
using the gradient matrix G and the sum of temporal derivatives presented
by shift vector b̄. The measure of optical flow is calculated by multiplying the
inverse of the gradient matrix G by the shift vector b̄.

6. Step 6: Result propagation and end of the pyramid loop: the current
results are propagated to the lower level. Once the algorithm reaches the
lowest pyramid level (the original image), the pyramid loop (launched in the
first step) is stopped. The vector ḡ presents the final optical flow value of the
analyzed corner.

Upon matching and tracking pixels (corners) between frames, the result is a
set of vectors as shown in Eq. (1):

Ω = {ω1 . . . ωn | ωi = (xi, yi, vi, αi)} (1)

where:

• xi, yi are x a y coordinates of the feature i;
• vi represents the velocity of the feature i;
• αi denotes motion direction of the feature i.

3.2 Dense Optical Flow Estimation

Dense optical flow computation consists of estimating the motion of each pixel
within the video frames, which enables to obtain a high accuracy of results. How-
ever, this requires more computation compared to the sparse method that allows
to track the previously detected corners only, as shown in Sect. 3.1.1. As result,
the dense optical flow cannot provide easily real-time processing of high defini-
tion videos. Therefore, we propose in the next section a GPU implementation of
both sparse and dense optical flow estimation.
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4 GPU Based Sparse and Dense Optical Flow Estimation

The proposed GPU implementation of the sparse Lucas-Kanade optical flow
method consists of parallelizing its mains steps on GPU: corners detection and
corners tracking. The GPU based corners detection is based on using the same
number of CUDA threads as for the number of frames pixels, which allows for
each GPU thread to apply its treatment on the corresponding pixel.

On the other hand, the GPU implementation of corners tracking within
Lucas-Kanade approach consists of parallelizing its substeps (shown in
Sect. 3.1.1) on GPU. These steps are executed in parallel using CUDA such that
each GPU thread applies its instructions (among the six steps) on one corner.
These parallel treatments are applied on each frame. First, the number of CUDA
threads, within each GPU, in the so called blocks and grid has to be defined, so
that each thread can perform its processing on one corner (point of interest) in
parallel. This enables the program to process the image pixels in parallel. Once
the number and the layout of threads is defined, the CUDA functions (kernels
related to the six above-mentioned steps) are executed sequentially, but each of
them in parallel using multiple CUDA threads. In our case, each CUDA thread
treats its corresponding corner. Since the algorithm looks at the neighboring
pixels, for a given corner, the images, or pyramid levels are kept in the tex-
ture memory. This allows a faster access within the 2-dimensional spatial data.
Other data, e.g. the arrays with computed displacements, are kept in the global
memory, and are cached in the shared memory if needed.

The GPU implementation of dense optical flow is based on the same process.
The only difference (compared to sparse) is that the tracking step is applied on
all frames pixels. Thus, the number of selected CUDA threads is equal to the
number of images pixels which requires more computation.

5 Multi-GPU Based Sparse and Dense Optical Flow
Estimation

Video processing algorithms are known by their high intensity computation, and
their well adaptation for parallel calculation. Therefore, apart from implement-
ing our motion tracking method on a single GPU, we propose a version taking
advantage of multiple GPU systems that nowadays are becoming commonplace.
This section describes the proposed Multi-GPU implementation of sparse and
dense optical flow methods using both Harris corner detection [7] and the Lucas-
Kanade algorithm [11]. In order to have an efficient exploitation of multiple GPU
simultaneously, we proposed two approaches: frame division between GPUs and
frames distribution between GPUs (Fig. 3).
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Fig. 2. GPU-based implementation of the Lukas-Kanade tracking method (N denotes
the number of video frames) [12]

5.1 Frame Division Between GPUs

This approach is based upon CUDA for parallel constructs and OpenGL for
visualization, using three main steps: multiple GPUs selection, Multi-GPU based
optical flow computation and OpenGL visualization (Fig. 3).

1. Step 1: Multiple GPUs selection
The program, once launched, first detects the number of GPUs available in
the system, and initializes all of them. Then, the input image frame is first
uploaded in each GPU. This frame is virtually divided into equally sized
subframes along y dimension and once the image data is available, each GPU
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Fig. 3. Multi-GPU based sparse optical flow computation (N: video frames number)

is responsible for treating its part of the frame (subframe). The whole frames
are copied for each GPU since several steps (of the optical flow method) need
to access to their neighboring pixels for their (steps) computation.

2. Step 2: Multi-GPU computation
In this step, each GPU can apply the sparse or dense optical flow method
using the related GPU kernel described in Sect. 4.1. Notice that the sparse
implementation include a corners detection step before applying the optical
flow estimation. We note also that the number of CUDA threads depends
on the number of pixels (or corners in case of sparse method) within each
subframe.

3. Step 3: OpenGL visualization
At the end of computations for each frame (the subframes). The results can
be displayed on screen using the OpenGL graphics library that allows for fast
visualization, as it can operate on the already existing buffers on GPU, and
thus requires less data transfer between host and device memories. In case of
Multi-GPU treatments, each GPU result (subframe) need to be copied to the
GPU which is charged of displaying. This, however, is a fast operation since
contiguous memory space is always transferred. Once the visualization of the
current image is completed, the program goes back to the first step to load
and process the next frames of the video.

5.2 Frames Distribution Between GPUs

In order to provide real time processing in case of both sparse and dense flow
estimation, we proposed a new approach of multiple GPUs exploitation, based on
two substeps: frames distribution between GPUs and CUDA streaming within
multiple GPUs.
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5.2.1 Frames Distribution Between GPUs
Instead of dividing each video frame to equally sized subframes so that each GPU
can treat one subframe (well adapted for sparse optical flow described above), we
propose to distribute the video frames between GPUs. Indeed, for each GPU, we
load the actual frame and its successive one in order to compute the correspond-
ing optical flow. This distribution of frames between GPUs allows to reduce data
transfers since after each iteration, we should copy one complete frame instead
of copying all the subframes. Moreover, each GPU is better exploited since it
can apply parallel treatment on the whole frame and not only one subframe. The
GPU is more adapted for massively parallel treatments. Figure 5 summarizes our
frames division approach.

Fig. 4. CUDA streaming within multiple GPUs

5.2.2 CUDA Streaming Within Multiple GPUs
We propose also to exploit CUDA streams so that each GPU can overlap effec-
tively data transfers by kernels executions. This enables to treat each subset of
images (frames) on its own stream, which consists of three instructions (Fig. 4):

1. Copy of the actual two frames from host to GPU memory
2. Computations performed by CUDA kernels
3. Copy of output frame GPU that disposes of an output video.

In our case, we have selected four CUDA streams since they offer better per-
formance. Figure 5 summarizes our Multi-GPU implementation of dense optical
flow computation. Notice that in case of dense optical flow estimation, the cor-
ners detection is not applied since the dense optical flow is applied on all frame
pixels [17,25].
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Fig. 5. Multi-GPU based dense optical flow computation (N: video frames number)

6 Experimental Results

We propose to evaluate the performance of our method by its comparison with
the very recent and up to our best knowledge the fastest implementation of the
Lucas-Kanade algorithm, i.e. the one available in OpenCV 3.1. Notice that the
OpenCV library provides both CPU and GPU versions of the algorithm, which
are used for our performance evaluation. As shown in Sect. 3.1, the optical flow
method disposes of three parameters that influence the computational intensity:
1. The number of pyramid levels. 2. The number of iterations within each pyra-
mid level. 3. The window size. To make the comparison clear and fair, we used
the standard values of theses parameters: the number of pyramid levels 4, the
number of iterations 3 and the window size 5 × 5.

On the one hand, we can say that the quality of the above-mentioned methods
remains identical since the procedure has not changed. Only the architecture and
the implementation did. Notice that the tests were run using two high definition
videos (Full HD video (1920×1080) of 4850 frames and a 4K video (3840×2160)
of 1924 frames) on the following hardware:

• CPU: Intel Core 2 Quad Q8200, 2.33 GHz
• GPU: 4 × NVIDIA GeForce GTX 580 with 1.5 GB of RAM

The below-mentioned performance include the steps of frames loading, CPU
or GPU processing and visualization. The only step which is excluded in our
measures is the video decoding, applied in the initialization phase. The perfor-
mance of both methods are described in three subsection. The first one presents
the sparse optical flow performances, while the second subsection is related to
evaluate performance of the dense approach. The third subsection is devoted to
present our Multi-GPU implementation of multiple videos simultaneously.
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6.1 Multi-GPU Based Sparse Optical Flow Performance

The quality of our Multi-GPU based sparse optical flow computation is presented
in Fig. 6(a) showing a set of tracked corners with the Lucas-kanade method,
displacements are marked with arrows. Note that the arrows located on the static
objects like trees or a building are there as a result of moving camera. Figure 6(b)
presents a comparison, in terms of the number of frames per second (Fps), of
sparse optical flow computation that includes both Harris corners detection and
Lucas-kanade tracking. In order to ensure that each implementation tracked the
same points, we used our own implementation of Harris corner detector in each
case. Figure 6(b) takes into account several configurations:

1. OpenCV using 2, 4 and 8 CPU: the parallelization between CPUs is based
on OpenMP2

2. OpenCV GPU: using the GPU module of OpenCV 3.1.
3. Our GPU implementation
4. Our Multi-GPU implementation using frame division approach
5. Our Multi-GPU implementation using frames distribution approach

As a result, the proposed GPU implementation outperforms, significantly,
the OpenCV CPU implementation thanks to the parallel exploitation of GPUs

(a) An exemple of Lucas-kanade tracking (b) GPU-based performance comparison

(c) Multi-GPU performance comparison (d) Multi-GPU performance sacalabilty

Fig. 6. Performance of GPU and Multi-based sparse optical flow computation

2 OpenMP. The OpenMP API specification for parallel programming. www.openmp.
org.

www.openmp.org
www.openmp.org
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computing units. We obtain also a significant acceleration compared to the
OpenCV GPU version thanks to the CUDA streaming technique and the fast
OpenGL visualization. Notice that the proposed Multi-GPU approaches allowed
to increase performance, while the frames distribution technique (Sect. 5.2.1)
outperforms slightly the frame division (Sect. 5.1) technique thanks to the reduc-
tion of data transfer costs.

6.2 Multi-GPU Based Dense Optical Flow Performance

Figure 7(c) presents the quality of our Multi-GPU based dense optical flow which
has been computed for the ground truth Yosemite video [1]. This visualization
is based a color map (Fig. 7(d) that allows to represent each computed optical
flow (for each pixel) with corresponding color and brightness. Indeed, the color
presents the angle while the brightness gives the norm of displacement. This
representation enables to visualize and interpret easily the result of dense optical
flow computation. Notice that our optical flow estimation offers a result close
to the real movement shown in Fig. 7(b). Moreover, our result is identical to
the OpenCV result since the algorithm has not changed. Our interest is for
accelerating its performance. Figure 7(e) presents a comparison between the same
configurations used below for sparse optical flow estimation.

As mentioned above, this method requires more computation since it is
applied on all image pixels. As result, the obtained framerates (fps) are lower
than the sparse method within CPU, Multi-CPU and GPU implementations.
None of these implementations is able to process 4K videos in real time. Other-
wise, the proposed GPU implementation offers a higher speedups compared to
the sparse performance since the dense optical flow computation applies more
computation which makes her so adapted for parallelization.

(a) Yosemite video (b) Ground truth (c) Our result (d) Color map

(e) GPU-based performance
comparison

(f) Multi-GPU performance
comparison

(g) Multi-GPU performance
sacalabilty

Fig. 7. Performance of GPU and Multi-based dense optical flow computation
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Figure 7(c) shows also the related performance when exploiting multiple
GPUs. Notice that the frames distribution approach offers better performance
and scaling up performance compared to the frame dividing approach. Indeed,
within the frames distribution technique, we obtain a real time motion tracking
of 4K videos using 2 GPUs, while 3 GPUs are required with the frame dividing
method. This gain is due to these factors:

1. The reduction of data transfers since this approach applies one transfer per
frame (instead of four subframes within the frame dividing approach).

2. A full exploitation of resources since each GPU can apply parallel treatment
on the whole frame and not only a part from it.

3. CUDA streaming within multiple GPU: which allows for each to GPU to
overlap its data transfers by kernels executions.

Table 1 details the performance obtained within the frame distribution app-
roach for Multi-GPU based dense optical flow estimation. This table illustrates
the interest of CUDA streaming and frames distribution techniques for reduc-
ing data transfer times and improving performance. Notice that in case of using
one GPU, the frame distribution approach offers the same performance as the
frame division approach. The treatment is done without any distribution between
GPUs. Otherwise, the frame distribution offers better performance in case of
using more than one GPU. As shown in the table, this gain of performance is
due the reduction of data transfer times.

On the other hand, the frame dividing approach remains interesting in other
cases such as processing 8K videos. In this case, each subframe can have a res-
olution of Full HD which could be sufficient to exploit the high power of each
graphic card. Another case that could by adapted for this approach is the appli-
cations that exploit the information off all the previous frames such as machine
learning methods. Notice that the multi-gpu scalability is obtained as result of
the equitable distribution of work between GPUs such as each graphic card has
to treat a large amount of pixels in order to exploit the full computing power of
GPUs computing unis.

Table 1. Multi-GPU based dense optical flow estimation within 4K video

# GPUs Division approach Distribution approach Distribution + streaming

% Copies Fps % Copies Fps % Copies Fps

1 GPU 23% 10.6 23% 10.6 19% 12.4

2 GPU 25% 19.9 23% 22.9 20% 25

3 GPU 31% 29.5 25% 38.2 21% 42.9

4 GPU 39% 39.02 25% 50.13 22% 54.91
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6.3 Multi-GPU Based Optical Flow Computation Using Multiple
Videos

Based on the above-mentioned implementations, we proposed a version that
applies sparse or dense optical flow on multiple videos simultaneously using
multiple GPUs. Indeed, each video stream is loaded and processed with one
GPU. At the end of computations for each GPU (actual frame), the result is
copied to the GPU which is charged for displaying. Each GPU result is visual-
ized in a separated window in the same screen as shown in Fig. 8(b). The top
left window presents dense optical flow showing a moving person within a static
camera, while the top right window presents dense optical flow within moving
camera showing a similar color (green) in the whole frame since the pixels moved
with the same velocity and direction of camera. The bottom windows shows two
examples of sparse optical flow. As result, our Multi-GPU based implementa-
tion allows a real time optical flow computation of four Full HD video streams
simultaneously using four graphic cards. This process is summarized in Fig. 8(b).

It is also important to highlight that the GPU, despite being more power con-
suming than the CPU, it is more energy efficient than the CPU due to its higher
performance as shown in Table 2 which compares the power and energy con-
sumption between CPU and GPU implementations of corners detection, sparse
and dense optical flow computation. Notice that the energy measurement was
applied with the PZEM -004T [23] Energy monitor. It represents a simple power
meter that measures:

• the actual voltage ranging from 80 to 260 VAC;
• the actual current ranging from 0 to 100 A;
• the resulting power (W);
• the overall energy consumption (Wh).

(a) Real-time processing of multiple videos (b) An examle of Multi-video processing

Fig. 8. Multi-GPU based dense or sparse optical flow computation on multiple videos
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The monitor displays all these 4 values using 47 segments, it is powered
using a voltage ranging from 80 to 260 VAC. The following figure illustrates the
PZEM-004T.

In order to collect these information correctly, we developed an application
that communicates with the device using the C++ language. It is based on the
information found on the data sheet of the PZEM-004T. First we need to set
the communication IP address (exp. 192.168.1.1) of the Module, so we send a
command (exp. B4 C0 A8 01 01 00 1E). Then, we send different commands to
get the voltage, current, power and energy. Notice that the energy is calculated
by: E = P ∗ t where P is the Power and t is the execution time of the algorithm.
All the commands are send in hexadecimal format.

Table 2. Comparison of power (W) and energy (J) consumption for corners detection
and tracking within optical flow

Application CPU GPU

Power (W) Energy (J) Power (W) Energy (J)

Corners detection 152 213 249 16.0

Sparse optical flow 159 239 271 17.9

Dense optical flow 196 288 302.2 19.4

The above-mentioned performance showed that GPU and Multi-GPU plat-
forms are very well adapted for accelerating optical flow estimation algorithms.
However, these GPU implementations are slower than the CPU ones when treat-
ing low resolution videos since we cannot benefit enough from the GPU power.
Therefore, we propose apply Multi-CPU treatments on low resolution videos
(less than 640×480) and GPU treatments for definition videos (HD and Full
HD). Otherwise, we propose to exploit Multi-GPU platforms for processing 4K
video. These affectations stay valid for our material configuration. We plan (in
future works) to apply a complexity estimation of our algorithms in order to
apply CPU treatments for low intensive methods and GPU (or Multi-GPU)
treatment for high intensive applications. Several parameters should be taken
into account for this complexity estimation such as: video resolution, number of
tracked pixels, number of operations per pixel, type of GPU, task dependency,
etc.

7 Conclusion

In this work, we proposed an efficient implementation of the Lucas-Kanade opti-
cal flow algorithm for both sparse and dense tracking. Indeed, we developed
an adapted Multi-GPU implementation that applies Lucas-Kanade tracking
method to the whole video pixels (dense) or to the previously detected video pix-
els. As result, our implementation allows real time Lucas-Kanade tracking using
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Full HD or 4K videos either when applying the dense approach which is known
by its high computation intensity. Otherwise, we proposed two approaches for
exploiting multiple GPUs simultaneously in an efficient way allowing to exploit
a less number of GPUs in order to reduce the energy consumption. Moreover,
we adapted our method for processing multiple videos within multiple GPU
so that each GPU can process one video stream allowing a real-time optical
flow computation of several videos simultaneously. Experimental results showed
that the proposed tool is faster than the GPU-based OpenCV implementation
and mainly in case of dense tracking thanks to the efficient distribution of tasks
between GPUs and the overlapping of data transfers by kernels executions within
multiple GPUs.

As future work, we plan to exploit and integrate our method in a new moni-
toring and control framework allowing to detect, analyze and track several types
of objects within different scenarios (crowd videos, scenes with several people,
noisy scenes, etc.). This framework should enable a real-time motion analysis of
large volumes of data (several Full HD or 4K videos) in video surveillance sys-
tems. We plan also to exploit cloud HPC platforms [2] and SDI capture cards3

that allow for direct video stream capture into the GPU memory without any
use of the CPU memory, which enables the software to decrease the amount of
PCI-E bandwidth used for the video transmission.
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– it will automatically render Springer’s preferred layout.
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Abstract. Due to the rapid technological advances, machine Learning
or the ability of a machine to learn automatically has found applications
in various fields. It has proven to be a valuable tool for aiding decision
makers and improving the productivity of enterprise processes, due to
its ability to learn and find interesting patterns in the data. Thereby,
it is possible to improve supply chains processes by using Machine
Learning which generates in general better forecasts than the traditional
approaches.

As such, this chapter examines multiple Machine Learning algo-
rithms, explores their applications in the various supply chain processes,
and presents a long short-term memory model for predicting the daily
demand in a Moroccan supermarket.

1 Introduction

In the literature of supply chains, multiple authors present various definitions.

Definition 1 A supply chain is a set of three or more entities (organizations
or individuals) directly involved in the upstream and downstream
flows of products, services, finances, and/or information from a
source to a customer [50].

Definition 2 A supply chain is the set of entities that are involved in the design of
new products and services, procuring raw materials, transforming
them into semi-finished and finished products, and delivering them
to the end customers [47].

For instance, [50] address the necessity of at least three entities in a supply chain
and describe the multiple types of flows between them. On the other hand, [47]
present various supply chain processes. As such, we define the supply chain as a
set of three or more entities - suppliers, manufacturers, distributors, warehouses,
third-party service providers, retailers, customers, etc.- through which exists
upstream and downstream flows of materials, information, and finances, with
c© Springer Nature Switzerland AG 2019
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the ultimate goal of meeting the customer’s demand. Each entity within the
chain involves activities such as procuring raw materials, transforming them
into semi-finished or finished products, the distribution, the customer service
and other logistic operations.

The success of a supply chain depends on the accuracy of the forecasts, espe-
cially those of the demand. In fact, the increase in the accuracy of the forecasts
of the demand entails reducing the bullwhip effect, a phenomenon that describes
the upstream amplification in the demand variability, as well as the total costs
of the supply chain. Thus, Machine Learning techniques constitute a real asset
for supply chains, since they give better forecasts than the more traditional
approaches. The present chapter is an extended version of a work published
in [10], we extend our previous work by proposing a Long short-term memory
model for predicting the daily demand of a product in a Moroccan supermarket.

The chapter is structured as follows: in Sect. 2, a panoply of machine learning
algorithms is presented, including neural networks. In Sect. 3, the applications of
these algorithms in supply chains are reviewed. In Sect. 4, applications of different
types of neural networks are presented. In Sect. 5, a Long short-term memory
model is proposed to predict the daily demands of a product in a supermarket.
Finally, in Sect. 6, some conclusions are discussed.

2 Taxonomy of Machine Learning Literature

Machine Learning is a type of artificial intelligence that gives machines the ability
to learn automatically from past data without human intervention, by extracting
patterns from raw data.

2.1 Machine Learning

There are two main types of learning, supervised learning and unsupervised
learning [27]. In supervised learning the data is structured and labeled into inputs
and outputs. So, a machine is given a set of inputs and their correspondent
outputs with the objective of learning the relationship them. In unsupervised
learning the data is unlabeled, is it used to find patterns and structure in the
data. These two types of learning are used mainly in four types of tasks [40]:

• Regression: a supervised leaning task for predicting continuous data.
• Classification: a supervised learning task for predicting discrete data, mainly

predicting to which class a new example belongs given a set of previous exam-
ples [22].

• Clustering: an unsupervised learning task that aims to divide data into groups
or clusters without having any previous information on them [36].

• Association: aims to discover interesting relations and generate rules between
variables in large amounts of data.
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2.2 Machine Learning Algorithms

There are many Machine Learning algorithms. Among others are Neural Net-
works, Support Vector Machines, Regression, Decision Trees, Random Forests,
Association Rule Learning, classifiers, k-means algorithms, etc.

2.2.1 Support Vector Machines (SVM)
A Support Vector Machine is a supervised learning method that can be used for
classification and regression problems. They are, however, mostly suitable for
handling high-dimensional, non-linear classification problems [18]. When given
a training data set, each set of data belonging to one of two categories, an SVM
algorithm predicts to which category a new example belongs [20].

2.2.2 Linear Regression (LR)
Regression is a massively employed approach to represent the relationship
between dependent variables and independent variables. It is for prediction in
many fields, such as economics and management [25].

2.2.3 Decision Trees (DT) and Random Forests (RF)
Decision trees are graphs of decisions and their possible consequences. Each node
in a decision tree contains a question relative to a particular attribute. Leaf nodes
are groups of instances that receive the same class label [17].

Decision trees are also called regression trees (RT) when the variable is of
continuous nature. Decision trees have low bias but they tend to overfit the
training set. That is why Random forests are useful, they are constituted of
multiple decision trees trained on different parts of the data set and random
subsets of the features. Random forests predict by averaging the predictions of
all the individual decision trees [21].

2.2.4 K-Means Algorithms
K-means algorithms were introduced by [49], they are a set of unsupervised
learning algorithms used for clustering. The k-means algorithm divides the data
into k clusters that minimize the “within groups sum of squared errors” [35].

2.2.5 HyperBox Classifier
Hyperboxes are used for enclosing data points and representing classes [40].

2.2.6 Gamma Classifier
The Gamma classifier is a supervised learning technique based on the Alpha-
Beta associative memories [57]. Its name is derived from the similarity operator
that it uses: the generalized Gamma operator. This operator takes two binary
vectors and a positive integer -the integer is the degree of dissimilarity allowed-
as inputs, then returns 1 if both vectors are similar or 0 otherwise [63].
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2.2.7 Neural Networks (NN)
Modeling with neural networks started in the early 1980, and the first business
application in 1988 [6]. They were developed to create artificial systems that
imitate the way the human brain learns and performs intelligent tasks [2]. NNs
are a very powerful technique of learning that can be used for classification or
approximation of an output given a set of inputs. They are capable of identifying
the most complex linear or nonlinear input/output relationships.

NNS consist of a circuit of interconnected neurons inspired by the biological
neurons of the human brain that activate when encountering enough stimuli.
The neurons are connected and organized as multiple interconnected layers [54]:
the input layer, one or more hidden layers, and the output layer. The input layer
is composed of nodes called dendrites that correspond to the input variables,
whereas the output layer is composed of nodes called axons that correspond to
the output variables [54]. The computation happens in the hidden layers.

First, the hidden nodes receive input data from the first layer, they combine
them with a set of coefficients or weights that either amplify or minimize the
input, the resulting products are then added, finally, an activation function is
applied to the sum to determine whether and to what amount the signal pro-
gresses through the network to affect the final result.

Fig. 1. Number of articles applying each machine learning algorithm [10]

3 Synthesis of Some Applications of Machine Learning in
Supply Chains

The ultimate goal of a supply chain is to satisfy the demand of the customer all
the while minimizing the cost as much as possible. However, a supply chain faces
multiple obstacles, among which are supply risk and demand uncertainty that
result in the Bullwhip effect. So, to improve decision making in these cases, many
researchers exploit Machine Learning algorithms to improve the predictions.
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Fig. 2. The machine learning algorithms applied in each area of the supply chain [10]

To explore the applications of these algorithms in the literature, we use the
following search string in the Science Direct Database, on the title, the abstract
and the keywords of articles published after 2010. This search results in 42
articles selected for the literature review.

(machine learning OR linear regression OR logistic regression OR neural net-
work OR support vector machine OR data mining OR deep learning) AND
(supply chain OR logistics).

Figure 1 represents the number of articles that apply each of the machine
learning algorithms previously presented. We notice that the most used tech-
niques are the neural networks followed by the support vector machine, and
linear regression.

Machine learning algorithms are used in many phases of the supply chain,
both downstream and upstream, in the following processes: the planning, the
procurement and supply management, the production, the inventory and storage,
and finally the transportation and distribution.

Figure 2 represents the machine learning algorithms that are used in each of
these different processes.

3.1 Planning

The driving force behind planning in any phase of the supply chain is demand
forecasting. Reference [30] try to find the best demand forecasting model in
a supply chain. They find that the prediction performance when applying the
support vector regression (a variation of SVM) is better compared to the RBF
neural network. In order to determine the correct re-plenishment strategy, [43]
apply feed-forward neural networks and rule-based reasoning for demand man-
agement to recognize and classify demand patterns. Reference [68] present a
hybrid intelligent system combining SVM and particle swarm optimization to
forecast a seasonal, nonlinear, random and fuzzy demand series. They prove that
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this model gives better results than the ARMA model. Reference [23] propose a
methodology for supply chain integration and uncertain demand forecasting by
combining ANFIS and a simple neural network. To predict the demand after a
transportation disruption, [44] design a grey neural network model. This model
ensures better accuracy than the traditional grey model GM(1, 1). Reference
[52] compare the Conditional Restricted Boltzmann Machine (CRBM), the Fac-
tored Conditional Restricted Boltzmann Machine (FCRBM), a feed-forward NN,
a recurrent NN, and SVM to predict the energy consumption. The FCRBM out-
performed all the other models. And, Ref. [54] present a short-term electric load
forecasting model based on a Bayesian neural network and learned by the Hybrid
Monte Carlo algorithm. The proposed model can overcome the over-fitting prob-
lem.

Other forecasts aiding decision making in the planning process include sales,
costs, and price forecasts. For instance, [65] use a neural network to predict sales
of oral-care products. Reference [62] propose an intelligent system based on SVM
for time-series classification to create categories that share the same forecasting
model. References [60,67] tackle the problem of seasonal sales forecasting in the
fashion industry. The first use the ANFIS neural network. To forecast medium-
term fashion sales, the last apply a neural network based model and prove that it
performs better than ARIMA. References [40,58] attempt to predict the Cost-To-
Serve - all costs of the activities needed to fulfill customer demand for a product
through the supply chain- of a customer. The former by applying regression
and NN alternatively, and the latter by grouping the customers via a hyper-box
based classifier. Reference [24] find that the neural network gives better results
that genetic programming for predicting customer order prices. And Ref. [12]
use neural networks and quantile regression to predict truckers spot price in the
freight transport process. Reference [7], on the other hand, apply k-medoids -a
variant of K-means-to cluster manufacturing and logistic processes.

Thus, in a nutshell, machine learning algorithms are used in the planning
process for improving the accuracy of various forecasts and investigating issues
such as uncertainty, randomness, seasonality and the Bullwhip effect.

3.2 Predicting Customer Order Prices

The supplier evaluation and selection is the main function explored by machine
learning in this process. It refers to the process by which organizations evaluate
and select which supplier to contract with.

References [2,14] use neural networks for supplier selection and performance
evaluation. Reference [5] address sustainability via self-organized maps, while
Ref. [42] combine between neural networks and multi-attribute decision analysis
for supplier selection in a green supply chain.

Other authors resort to fuzzy neural networks to solve this problem. For
instance, [55] study fuzziness by comparing ANFIS and neural networks. Refer-
ence [59] propose a hybrid ANFIS-neural network model to evaluate suppliers
in two stages: first an ANFIS model is used to determine the most influential
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criteria on the performance of the supplier, then, a multi-layer perceptron neu-
ral network is used to predict and rank the performance based on the criteria
previously determined. And, Ref. [64] propose a novel fuzzy neural network for
the evaluation of suppliers and prove it gives better results than support vector
machines and other types of neural networks.

Indeed, fuzzy neural networks are proven to be very appropriate for supplier
selection, that is due to the nature of the criteria used for the evaluation of
suppliers.

3.3 Production

Lead time forecasting or predicting the manufacturing time before the start of
the manufacturing, can help in avoiding delays of delivery to customers [20]. [20]
employ support vector machines to analyze the factors that influence the lead
time of batches of components in aerospace engines, and estimate whether a
batch is going to be finished on the forecasted time.

Other examples of machine learning applications in a production context are
as follows: Reference [57] apply a neural network and a Gamma classifier and
compare them for the prediction of future oil production. Reference [9] model
sugarcane yield via support vector machine, random forest, regression tree, neu-
ral networks, and Boosted Regression Trees. The random forests give the best
results. And, in order to unify production and reduce production costs [16] apply
self-organized maps to component selection in a green supply chain by grouping
green products.

3.4 Inventory and Storage

Inventory refers to the idle resources that are required to ensure customer service.
Storage generates important costs. For instance, according to [51], the annual
cost of the storage of a single unit of inventory can range between 15% to 35%
of its value. Thereby, the success of a supply chain depends on its ability to
control and plan inventory at minimum cost, all the while ensuring customer
satisfaction. Reference [31] propose ANFIS for effective multi-echelon inventory
management. It is used for demand and lead time forecasting, and is evaluated
using performance metrics from the SCOR model. And [41] apply neural net-
works to predict the dwell time of import containers (the total time a container
spends in one or more terminal stacks) in container terminals.

3.5 Transportation and Distribution

The most popular application of machine learning in this particular process is
the vehicle routing problem. Its objective is to find the optimal routes for a
vehicle to travel in order to deliver a product to the corresponding customers.
Reference [6] address this problem using a simple neural network and compare
its performance against human decisions and various routing heuristics in the
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literature. They find that neural networks performance is 48% better than that
of the best routing heuristic. On the other hand, [19] employ ANFIS trained by
a simulated annealing algorithm for solving it.

Multiple researchers use machine learning to properly extract meaning from
radio frequency identification (RFID) -used for the automatic identification,
tracking, and tracing of goods throughout the supply chain [48]- readings. For
instance, Ref. [3] predict the missing humidity and temperature sensor data in
the RFID traceability system of a food supply chain. While [48] demonstrate
that the support vector machine detects false-positive RFID readings with a
higher accuracy than the decision tree and logistic regression.

Other applications include predicting the traffic flow of a distribution network
using support vector machines [8], detecting anomalies and predicting diversions
in airplane flights [18], as well as, distributor selection [26] by combining between
fuzzy logic and neural networks in a fuzzy Adaptive Resonance Theory neural
network.

We notice that neural networks are the most used algorithm in all the pro-
cesses of the supply chain. Which is understandable since neural networks can
model the most complex linear and nonlinear problems. In fact, the multi-layer
perceptron, a type of neural network, have been proven to be a universal approx-
imator capable of approximating any function [33,34]. So, neural networks are
suitable to model different problems in the various areas of the supply chain,
whether it is a regression, classification, or a clustering problem. Support vector
machines, however, are mostly suitable for classification problems. While linear
regression is most appropriate for simple linear problems where the use of more
advanced techniques such as neural networks is too computationally expensive.

Indeed, machine learning algorithms are demonstrated to be significantly bet-
ter at learning and forecasting all kinds of supply chain activities in comparison
to other traditional techniques like the moving averages, the autoregressive inte-
grated moving average, the exponential smoothing, grey theory, näıve forecasting,
etc. [21,49,52,67,68].

4 Synthesis of Some Applications of Neural Networks in
Supply Chains

Neural networks are of many types, categorized into two groups, the feed-forward
networks and the recurrent networks.

The Feed-Forward Neural Networks (FFNN) are simple networks with no
loops. Information flows from one layer to the next, starting with the input
layer, through the hidden layers for intermediate computations, and finally to
the output layer.

The Recurrent Neural Networks (RNN) are networks for processing sequential
data [27]. The data flows in both directions creating loops, meaning there are
feedback connections in which parameters such as outputs are fed back to the
network. So, the result of a recurrent network for a step t in time affects its
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Fig. 3. The number of applications in the selected papers for each type of neural
network [10]

result in the future. Moreover, the time step does not necessarily refer to the
passage of actual time, rather it refers to the position in the data sequence [27].

Figure 3 shows that the multi-layer perceptron (MLP) is by far the most
utilized neural network in all the stages. It is a feed-forward network that was
developed to surpass the limits of the simple perceptron. It improved upon it
by adding some hidden layers between the input and output layers. These layers
enable it to model nonlinear problems too. The MLP is a mathematical function
that maps a set of input values to output values, and is formed by composing
many simple functions.

Other useful networks are the neuro-fuzzy networks that use fuzzy logic to
model uncertainty, such as the Fuzzy Adaptive Resonance Theory neural net-
work (FART) and the Adaptive Neuro-Fuzzy Inference System (ANFIS).

The Fuzzy Adaptive Resonance Theory neural network was introduced by
Carpenter and Grossberg in 1991 [15] and is based on the Adaptive Resonance
Theory which was introduced as a theory of human cognitive information pro-
cessing by Grossberg [29]. This theory has aided in the evolution of a series of
neural network models for unsupervised category learning and pattern recogni-
tion. The ANFIS was introduced by Jang in 1993 to model uncertain systems
[38]. They are a hybrid model that combines an adaptive network and a fuzzy
inference system. The adaptive network consists of a feed-forward neural net-
work, while the fuzzy inference system is a system that applies a set of fuzzy
logic rules to a knowledge base in order to infer new knowledge [38]. Indeed,
the ANFIS model and the fuzzy ART are used in the supply chain to model
uncertainty and randomness using fuzzy logic [22,26,34,40,41,45,49].

The self-organizing maps (SOM) however are neural networks used in unsu-
pervised learning [39]. They can be used for data clustering or classification,
vector projection and a variety of other purposes [5]. They have been used in
supply chains to cluster products, suppliers, and customers [5,16,53].
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The Boltzmann Machine (BM) and the time delayed neural network (TDNN)
offer a time dimension.

The Boltzmann Machine is composed of primitive computing units intercon-
nected with bidirectional links, each unit is in one of two states, on or off, it
adopts these states as a probabilistic function of the states of its neighboring
units [1]. Reference [52] applied an extension of the Boltzmann Machine: the
Restricted Boltzmann Machine (RBM), it is a version where there are no con-
nections between the units of a same hidden layer.

The time delayed neural network was introduced by [66] in 1989. It is a feed
forward neural network where the basic units are modified by adding delays [66].

Other networks used in the supply chain literature include the Bayesian neural
networks (BNN) where the output is probabilistic in nature, and the Radial Basis
Function networks (RBF) which are two-layer neural networks with only one
hidden layer. The RBF uses as activation functions the Radial Basis functions,
usually Gaussian transfer functions, in the hidden layer and the sigmoid or linear
functions in the output [11].

5 The Proposed Long Short-Term Memory Prediction
Model

Recurrent networks that apply the same operation repeatedly at each time step
of a long temporal sequence and which result in deep computational graphs,
may suffer from a problem called the challenge of long term dependencies [27].
It refers to the difficulty of learning long-term dependencies (the network may
not be able to capture the way a parameter affects another if there are too
many time steps between them). Long Short-Term Memory networks are used
to learn the long-term dependencies effectively, because they introduce units that
accumulate information over a long time then forget it once it is used [27].

5.1 Methodology

5.1.1 Long Short-Term Memory Neural Network (LSTM)
Long Short-Term Memory networks were introduced in 1997 by [32], they belong
to a family of networks called the gated RNNs that are very effective in sequential
problems. LSTM excel in remembering information for extended time intervals
and thus effectively learning the long-term dependencies. They have been used in
multiple applications such as speech recognition [13,28], handwriting recognition
[46], customer flow forecasting [69], load forecasting [45], etc.

In addition to the recurrence of the RNN, LSTM networks have cells that
have an internal recurrence (a self-loop). An example of the internal structure
of these cells is shown in the figure bellow (Fig. 4) [27].

The cell gets as input the current input xt and the previous cell output ht-1

and outputs ht. The sigmoid activation function is used to output values between
0 and 1 describe how much of each component to be let through working as a
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Fig. 4. The structure of a typical memory cell of LSTM

filter or gate. The tanh activation on the other hand is used to delimit the input
between −1 and 1.

g = tanh(Ugxt + Vgh(t−1) + bg) (1)
i = σ(Uixt + Vih(t−1) + bi) (2)

f = σ(Ufxt + Vfh(t−1) + bf ) (3)
St = S(t−1) · f + g · i (4)

o = σ(Uoxt + Voh(t−1) + bo) (5)
ht = tanh(St) · o (6)

St represents the memory, we notice that it depends on the previous state
and the new inputs.

5.1.2 Keras and TensorFlow Libraries
To develop the LSTM network, we use the Keras and TensorFlow libraries. Ten-
sorFlow is an open source software library for numerical computation in Python
but mainly for machine learning and neural network applications. It was origi-
nally developed by researchers working in Google Machine Intelligence research
organization by conducting machine learning and deep neural networks research.

Keras is a high-level neural networks API, written in Python and capable of
running on top of TensorFlow. It supports recurrent networks such as the Long
Short-Term Memory.
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Fig. 5. Plot of train and test loss during training

5.2 Experiment and Results

An efficient planning of the production and inventory in a supply chain requires
good demand forecasts. These forecasts are generally based on the orders of the
most downstream member of the supply chain. As such, the proposed model
aims to predict the daily future demand. The data consists on the history of
the daily demand of a product in a Moroccan supermarket over a period of six
months, and for each day except Sundays [56].

The data is normalized and the dataset is framed as a supervised learning
problem. The output is the forecasted demand of the current day of the week
(e.g. a Monday), while the inputs are the demands of that day for the previous
three weeks (e.g. previous three Mondays). Meaning that the demand at a time
step t is predicted based on the time step t−6, t−12, and t−18. The data is then
split into train (first 100 days) and test data.

We define the LSTM with 50 neurons in the first hidden layer and one neuron
in the output layer for predicting the demands. We use the Mean Absolute
Error (MAE) for the loss function and the efficient Adam version of stochastic
gradient descent. This results in a loss of 0.0701 and a validation loss of 0.0971
after training as shown in the following training and test loss graphs (Fig. 5).

After the model is fit, we forecast the demand for the entire test dataset. After
inverting the scaling and with the forecasts and actual values in their original
scale, we calculate the Root Mean Squared Error (RMSE) that gives error in the
same units as the demand variable. The RMSE calculated is 457.958. Figure 6
presents the forecasted and the actual demands for the days in the test set.
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Fig. 6. Predicted demand versus actual demand in the test set

6 Conclusion

In an era focused more and more on information and data, machine learning is
a real asset from which enterprises can benefit greatly, including supply chains.
Indeed, we show that machine learning algorithms are used in the upstream
and downstream activities in all stages of the supply chain, but mainly in the
planning and transportation activities. The majority of studies resort to neural
networks because of their ability to model prediction, classification, and cluster-
ing problems. Followed by support vector machines which are very appropriate
for classification problems. Followed by regression that are useful for solving
linear problems.

Of all the previously discussed algorithms, neural networks are generally the
most used and useful models. Especially, the multi-layer perceptron neural net-
works which were demonstrated to be able to model the most complex problems.
Other well-known networks include ANFIS which is used to tackle fuzziness and
uncertainty, and the recurrent neural networks that offer time dimension.

Indeed, we have tested the long short-term memory, a variation on the recur-
rent neural networks to predict daily demand in a supermarket. As future work
we would like to further validate the model by testing other LSTM architectures.
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62. Garćıa, F.T., et al.: Intelligent system for time series classification using support
vector machines applied to supply-chain. Expert Syst. Appl. 39(12), 10590–10599
(2012)

63. Uriarte-Arcia, A.V., et al.: Data stream classification based on the gamma classi-
fier. Math. Probl. Eng. 2015, 17 (2015)

64. Vahdani, B., et al.: A locally linear neuro-fuzzy model for supplier selection in
cosmetics industry. Appl. Math. Model. 36(10), 4714–4727 (2012)

65. Vhatkar, S., Dias, J.: Oral-care goods sales forecasting using artificial neural net-
work model. Procedia Comput. Sci. 79, 238–243 (2016)



Machine Learning Applications in Supply Chains 317

66. Waibel, A., et al.: Phoneme recognition using time-delay neural networks. IEEE
Trans. Acoust. 37(3), 328–339 (1989)

67. Wong, W.K., Guo, Z.X.: A hybrid intelligent model for medium-term sales forecast-
ing in fashion retail supply chains using extreme learning machine and harmony
search algorithm. Int. J. Prod. Econ. 128(2), 614–624 (2010)

68. Wu, Q.: Product demand forecasts using wavelet kernel support vector machine
and particle swarm optimization in manufacture system. J. Comput. Appl. Math.
233(10), 2481–2491 (2010)

69. Yin, Z., et al.: Forecast customer flow using long short-term memory networks.
In: 2017 International Conference on Security, Pattern Analysis, and Cybernetics
(SPAC), pp. 61–66. IEEE (2017)



Performance Analysis of Preconditioned
Conjugate Gradient

Solver on Heterogeneous
(Multi-CPUs/Multi-GPUs) Architecture

Najlae Kasmi(B), Mostapha Zbakh, and Amine Haouari

ENSIAS, Mohammed V University, Rabat, Morocco
kasmi.najlae@gmail.com, m.zbakh@um5s.net.ma, haouari.amine@outlook.com

Abstract. The solution of systems of linear equations is one of the
most central processing unit-intensive steps in engineering and simula-
tion applications and can greatly benefit from the multitude of processing
cores and vectorisation on today’s parallel computers. Our objective is to
evaluate the performance of one of them, the conjugate gradient method,
on a hybrid computing platform (Multi-GPU/Multi-CPU). We consider
the preconditioned conjugate gradient solver (PCG) since it exhibits the
main features of such problems. Indeed, the relative performance of CPU
and GPU highly depends on the sub-routine: GPUs are for instance much
more efficient to process regular kernels such as matrix vector multiplica-
tions rather than more irregular kernels such as matrix factorization. In
this context, one solution consists in relying on dynamic scheduling and
resource allocation mechanisms such as the ones provided by StarPU.
In this chapter we evaluate the performance of dynamic schedulers pro-
posed by StarPU, and we analyse the scalability of PCG algorithm. We
show how effectively we can choose the best combination of resources in
order to improve their performance.

1 Introduction

Linear algebra operations are the basis of many scientific operations. Our objec-
tive is to evaluate the performance of one of them, the conjugate gradient
method, on a hybrid computing platform (Multi-GPU/Multi-CPU). The use
of GPUs and other accelerators such as Xeon Phi are common ways to increase
the computation power of computers at a limited cost [1]. The large comput-
ing power available on such accelerators for regular computation makes them
unavoidable for linear algebra operations. However, optimizing the performance
of a complex computation on such a hybrid platform is very complex [2], and a
manual optimization seems out of reach given the wide variety of hybrid configu-
rations. Thus, several runtime systems have been proposed to dynamically sched-
ule a computation on hybrid platforms, by mapping parts of the computation to
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each processing elements, either cores or accelerators. Among other successful
projects, we may cite StarPU [3] from INRIA Bordeaux (France), QUARK [4]
and PaRSEC [5] from ICL, Univ. of Tennessee Knoxville (USA), Supermatrix
[6] from University of Texas (USA), StarSs [7] from Barcelona Supercomput-
ing Center (Spain) or KAAPI [8] from INRIA Grenoble (France). Usually, the
structure of the computation has to be described as a task graph, where vertices
represent tasks and edges represent dependencies between them. Most of these
tools enable, up to a certain extent, to schedule an application described as a
task graph onto a parallel platform, by mapping individual tasks onto computing
resources and by performing data movements between memories when needed.
There is an abundant literature on the problem of scheduling task graphs on par-
allel processors. This problem is known to be NP-complete [9]. Several scheduling
heuristics have also been proposed, and among them the best-known certainly
is heterogeneous early finish time (HEFT) [10], which inspired some dynamic
scheduling strategies used in the above-mentioned runtimes. In this chapter, we
evaluate the dynamic scheduling of the PCG solver using StarPU runtime sys-
tem. We use different resources combinations in order to analyse the scalability
of PCG algorithm and choose the combination that enables us to have bet-
ter performance. The remainder of the chapter is organized as follows. Section 2,
presents the related work, we introduce the conjugate gradient method and GPU
architecture. Section 3, gives a brief introduction of multiprocessors scheduling.
Section 3.2 draws the StarPU runtime system and related scheduling algorithm.
The implementations and results analysis are presented in Sect. 4 and finally in
Sect. 5 conclusion and future works.

2 Related Work

2.1 Conjugate Gradient Method

The conjugate gradient method is mainly used to solve a system of linear equa-
tions [11]

Ax = b

where A is a N × N symmetric positive-definite matrix, b is a vector, and x
is the unknown solution vector to be computed. Such systems often arise in
physics applications [12], especially when looking for numerical solutions of par-
tial differential equations, where A is positive-definite due to the nature of the
modeled physical phenomenon. In practice, the conjugate gradient is computed
as an iterative method. Starting with an initial guess of the solution, we calculate
the gradient to find a first direction to move. First, we introduce the concept of
conjugate vectors. We define the operator in Eq. (1):
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〈u, v〉A = utAv (1)

If the result is 0, the vectors are orthogonal under this inner product and we
say the two vectors are conjugate with respect to A or A-orthogonal. Considering
AεRn×n, we can find a set {p1, . . . , pn} of conjugate vectors that form a basis
of Rn. Then, we can always represent the solution as a function of that basis in
Eq. (2):

x =
n∑

i=1

αipi (2)

Working on the original formulation of the problem Eqs. (3), (4), and (5):

Ax = b (3)

pTk b = pTk Ax (4)

pTk b = pTk A
n∑

i=1

αipi (5)

Since all pi are conjugate of pk with respect to A, except for i = k, only this
term remains:

pTk b = αkp
T
k Apk (6)

alphak = p(k/p) (7)

What this all means Eqs. (6) and (7) is that, after we know the conjugate
basis set, we can find the coefficients for the solution just by using the last
equation.

In most cases, preconditioning is necessary to ensure fast convergence of the
conjugate gradient method. The idea behind preconditioning is using the CG on
an equivalent system. Thus, instead of solving

Ax = b

we solve a related problem for which A is chosen such that its condition number
is closer to one.

The preconditioned conjugate gradient algorithm can be written as in Algo-
rithm 1.
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Algorithm 1. Parallel preconditioned CG method [11]
Choose an initial guess x0;
r0 = b − Ax0;
convergence = false;
k = 1;
repeat

zk = M−1rk−1;
ρk = (rk−1, zk);
if k = 1 then

pk = zk;
else

βk = ρk/ρk−1;
pk = zk + βkpk−1;

end if
qk = Apk;
αk = ρk/(pk, qk);
xk = xk−1 + αkpk;
rk = rk−1 − αkqk;
if (ρk < ε) or (k ≥ maxiter) then

convergence = true;
else

k = k + 1;
end if

until convergence

Numerous works has contributed with strategies of systems of equations
approaching the GPU. Kruger and Westermann [38] provided data structures
and operators for a linear algebra toolbox on the GPU for the Conjugate Gradi-
ent algorithm. Bolz et al. [39] presented an application of those algorithms ori-
ented to problems on unstructured grids, extending it with the Multigrid solver
for regular grids. Both approaches used shaders for programming the graphics
pipeline and textures for data storage. In addition, [40] presented a symmetric
sparse system solver and compared its performance on CPUs and GPUs, strat-
egy also followed by [41], but with deep analysis of several formats for sparse
matrix-vector multiplication. Volkov and Demmel [42] presented a performance
bench-mark of linear algebra algorithms implemented on GPUs and its compar-
ison to CPUs, mentioning that a hybrid architecture is more appropriate (even
if the GPU performance power outperforms the CPU in several circumstances).
Introducing multiple GPUs, [43] described a method for Conjugate Gradient,
obtaining fast results when working with data decomposition, and [44] improved
it with a parallel pre-conditioner that outperformed classical ones, like over-
relaxation, on the GPU. These works show that there is still research needed
to directly compare the performances of the CG solver based on a CPU-GPUs
platform.

The authors of [45] presented a performance comparison with a static domain
size partition to be computed by the CPU-GPU platform, but applied to finite
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element solvers in solid mechanics. In this line, Song, Yarkhan, and Dongarra [46]
described a dynamic task scheduling approach to executedense linear algebra
algorithms (based on factorization methods) on a distributed-memory CPU clus-
ter. Recently, [47] presented a hybrid CPU-GPU implementation of Cholesky,
LU, and QR factorizations, assigning independent functions over the PUs in a
static way, i.e., scheduling sequential functions to the CPU and data parallel ones
to the GPU. Therefore, there is also a need for studying the performance of iter-
ative solvers over an asymmetric CPU-GPUs platform. This chapter contributes
with a performance analysis of iterative solvers over a CPU-GPU platform.

2.2 GPU Programming and CUDA

2.2.1 GPU Programming Model
The GPU programming model is different from the CPU programming model.
The CPU programming model is the Simultaneous Multithreading (SMT) model.
In SMT several threads are executed simultaneously each consisting of different
instructions [13]. The Single Instruction Multiple Data (SIMD) model lies at
the opposite. In SIMD, the same instruction is executed on each piece of data.
Elements of a vector are processed in parallel. The GPU programming model is
the Single Instruction Multiple Thread (SIMT) model [14]. In SIMT batches of
threads (warps) are executed in lockstep. If threads belonging to the same batch
diverge they are scheduled sequentially. Once the execution paths reconverge,
threads are executed is lockstep again. A difference between SIMD and SIMT
is the dynamic composition at runtime of the batches of threads. Due to this
dynamic behavior, GPUs’s instructions set does not provide any explicit SIMD
vector instructions. The SIMT model offers a trade-off between flexibility of the
SMT model and efficiency of the SIMD model. To achieve the best performance,
warps should diverge as rarely as possible [15]. Because the original goal of GPUs
was to quickly perform graphical tasks, their computational power was only
accessible to programmers familiar with graphics programming languages such as
OpenGL or Direct3D [16]. The situation changed with the arrival of the General-
Purpose computation on Graphics Processing Units (GPGPU) movement. In
2004, the first extension of the C programming language making GPU processing
available to a wider audience has been developed [17]. Later its developer has
been hired by Nvidia, leading to the release of CUDA in 2006. CUDA is a C
extension, only supported by Nvidia graphic cards, allowing developing C code
targeting the GPU [18].

2.2.2 CUDA
A CUDA program is composed of two parts: the host code and the kernels
[18]. The host code is executed on the CPU. It allocates the resources, sets the
parameters and starts the kernels. The kernel is compiled and then executed
on the GPU. The kernel is a grid of blocks, each of them made of up to 1024
threads [17]. Inside a kernel the work is distributed following the data parallelism
pattern: threads perform the same task on different parts of the data. A block
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is assigned to a streaming multiprocessor (SM) and each thread in this block is
processed by a scalar processor belonging to this SM. At execution, all threads of
a block are not processed at the same time [19]. Threads are executed by groups
of 32; each group of thread is named a warp. Threads belonging to the same
block can share data stored in shared memory and synchronize using a barrier
instruction [20]. In contrast, threads being part of dierent blocks are completely
isolated from each other apart from access global memory. Because CUDA is the
most mature GPGPU technology for the time being, all GPU code involved in
this chapter has been written in CUDA. Furthermore CUDA has shown being
faster than OpenCL on Nvidia hardware [21].

3 Multiprocessor Scheduling and StarPU

3.1 Task Graph Scheduling

3.1.1 Static Scheduling
It is well known that the allocation of the tasks to the computing cores affect
the performance and scalability, because of data locality and task heterogene-
ity. This problem has been addressed in the distributed memory context. For
example, the ScaLAPACK library [22] first distributes the matrix tiles to the
processors, using a standard 2D block-cyclic distribution of tiles along a virtual
p-by-q homogeneous grid. In this layout the p-by-q top-left tiles of the matrix
are topologically mapped onto the processor grid and the rest of the tiles are
distributed onto the processors in a round-robin manner [22]. It then implements
an owner-compute strategy for task allocation: a task overwriting a tile is exe-
cuted on the processor hosting this tile. This layout is also incorporated in the
High Performance Fortran standard [23]. It ensures a good load and memory
usage balancing for homogeneous computing resources [24]. However, for hetero-
geneous resources, this layout is no longer an option, and dynamic scheduling
is a widespread practice. These ideas also make sense in a shared-memory envi-
ronment in order to take advantage of data locality. For instance the PLASMA
[25] library provides an option for relying on such static schedules on multicore
chips.

3.1.2 Dynamic Task Graph Scheduling
Dynamic strategies have been developed in order to design methods flexible
enough to cope with unpredictable performance of resources, especially in the
context of real time systems, where on-line and adaptive scheduling strategies
are required [26,27]. More recently, the design of dynamic schedulers received
a lot of attention, since on modern heterogeneous and possibly shared systems,
the actual prediction of either execution and communication times is very hard.
Many scheduling heuristics have been proposed for DAGs since this problem is
NP-complete. Most of these heuristics are list-scheduling heuristics: they sort
tasks according to some criterion and then schedule them greedily. This makes
them good candidates to be turned into dynamic scheduling heuristics. The
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best-known list scheduling heuristic for DAGs on heterogeneous platforms is
certainly HEFT [10]. It consists in sorting tasks by decreasing bottom-level,
which is the weight of the longest path from a task to an exit task (a task
without successors). In a heterogeneous environment, the weight of a task (or
communication) is computed as the average computation (or communication)
time over the whole platform. Then, each task is considered and scheduled on
the resource on which it will finish the earliest. HEFT turns out to be an efficient
heuristic for heterogeneous processors. Other approaches have been proposed
to avoid data movement when taking communications into account, such as
clustering tasks into larger granularity tasks before scheduling them [28].

3.2 StarPU Scheduling Interface

3.2.1 StarPU Runtime System
StarPU [3] is a runtime system aiming to allow programmers to exploit the com-
puting power of the available CPUs and GPUs, while relieving them from the
need to specifically adapt their programs to the target machine and processing
units. The StarPU runtime supports a taskbased programming model. Applica-
tions submit computational tasks, forming a task graph, with CPU and/or GPU
implementations, and StarPU schedules these tasks and associated data transfers
on available CPUs and GPUs. The data that a task manipulates is automati-
cally transferred between the local memory of the accelerators and the main
memory, so that application programmers are freed from the scheduling issues
and technical details associated with these transfers. In particular, StarPU takes
care of scheduling tasks efficiently, using well-known generic dynamic and task
graphs scheduling policies from the literature [3], and optimizing data transfers
using prefetching and overlapping, in particular. In addition, it allows schedul-
ing experts, such as compiler or computational library developers, to implement
custom scheduling policies in a portable fashion.

3.2.2 Scheduling Techniques
Scheduling in heterogeneous architectures has been well explored, it has mainly
been restricted to distributed and grid systems [29,30]. The research in this area
for heterogeneous architectures like the GPUs within a single machine has only
picked over the last years [31–33] due to improvement in architecture technol-
ogy. Due to the specialization of GPU hardware, there are more considerations
that need to be taken into account [34], such as: Computing model of task,
either adapted to CPU or GPU, granularity of tasks, Bottleneck of data trans-
fers between CPU and GPU, waiting time of computing resource, difference
in the memory architecture of the GPU. A simple method was presented by
Shen et al. [35], where tasks are divided into two categories, computing tasks
and communicating tasks. A hierarchical control data flow is constructed where
computing tasks are operating nodes and communicating tasks are transmitting
nodes. Using this task partitioning and execution runtime of tasks, the algo-
rithm decides which processing element the task runs on. StarPU [3], developed



Performance Analysis of PCG on (Multi-CPUs/Multi-GPUs) Architecture 325

by INRIA, is a runtime system capable of scheduling tasks over heterogeneous,
accelerator based machines. Many applications like the iterative linear solvers use
StarPU as a backend scheduler for deployment in a heterogeneous environment.
StarPU maintains the historical data of application runtimes over different data-
sizes and builds performance models for each device. It uses these auto-tuned
models along with well-known scheduling algorithms. Among these algorithms
there are [36]: The eager scheduler, which is the default scheduler, uses a central
task queue from which devices draw task to work on. This however does not
permit it to pre-fetch data since the scheduling decision is taken late. If a task
has a non-0 priority, it is put at the front of the queue.

The Prio scheduler also uses a central task queue but sorts tasks by priority
(between −5 and 5). The random scheduler distributes tasks randomly accord-
ing to assumed overall device performance. The WS (Work Stealing) scheduler
schedules tasks on the local device by default. When another device becomes
idle, it steals a task from the most loaded device.

The DM [36] (Deque Model) scheduler uses task execution performance mod-
els into account to perform an HEFT-similar scheduling strategy: it schedules
tasks where their termination time will be minimal. The DMDA (Deque Model
Data Aware) scheduler is similar to DM; it also takes into account data transfer
time. The DMDAR (Deque Model Data Aware Ready) scheduler is similar to
DMDA; it also sorts tasks on per-worker queues by number of already-available
data buffers. The DMDAS (Deque Model Data Aware Sorted) scheduler is similar
to DMDA; it also supports arbitrary priority values. The HEFT (Heterogeneous
Earliest Finish Time) scheduler is similar to DMDA, it also supports task bun-
dles. The Pheft (parallel HEFT) scheduler is similar to HEFT; it also supports
parallel tasks (still experimental) [3].

4 Implementation and Result Analysis

4.1 Hardware and Software Setup

In our implementation we use three NVIDIA GTX580 GPUs with 3 GB memory
and 512 CUDA Fermi cores 780 MHz. This platform is equipped with Intel(R)
Core i7 CPU (12-core, 3,33 GHz) and 24 Go RAM, running on Ubuntu Linux.
StarPU runtime system has been compiled using CUDA 5.5 version.

4.2 Experimental Results

We use a matrix from MATRIX MARKET [37] (Table 1). Where Row is the
number of row elements and Nonzeros is the number of non zero elements. We
selected a set of sparse matrices with variable dimensions, to perform a compre-
hensive evaluation of the results. We compare the performance of PCG solver
using StarPU schedulers in terms of execution time using different CPUs/GPUs
combinations on G-3 circuit matrix (the large one). After that we choose the
best scheduler and compare the total execution time in seconds on different
CPU/GPU combinations for all matrices.
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Table 1. Storage matrix format from the matrix market repository [37]

Matrix Nonzeros (nnz) Row

G2 circuit 726 674 150 102

apache2 4 817 870 715 176

ecology2 4 995 991 999 999

thermal2 8 580 313 1 228 045

G3 circuit 7 660 826 1 585 478

Fig. 1. PCG performance on Multi-GPUs/Multi-CPUs architecture using G3-circuit
matrix with StarPU schedulers and by fixing the number of GPUs to 3

Figure 1 shows the total execution time in seconds of PCG solver on Multi-
GPUs/Multi-CPUs platform using G3 circuit matrix with StarPU schedulers
and by fixing the number of GPUs to 3.

Figures 2 and 3 show the total execution time in seconds of PCG solver on
Multi-GPUs/Multi-CPUs platform using G3-circuit matrix with StarPU sched-
ulers and by fixing the number of GPUs to 2 and 1 respectively. We compare the
performance in term of execution time for all matrices using dmda scheduler.

Table 2 shows the total execution time in seconds on different CPU/GPU
combinations for G2-circuit matrix.

We can represent the performance of PCG solver on different CPU/GPU
combinations with dmda scheduler for G2-circuit matrix in Fig. 4.
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Fig. 2. PCG performance on Multi-GPUs/Multi-CPUs architecture using G3-circuit
matrix with StarPU schedulers and by fixing the number of GPUs to 2

Fig. 3. PCG performance on Multi-GPUs/Multi-CPUs architecture using G3-circuit
matrix with StarPU schedulers and by fixing the number of GPUs to 1
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Table 2. Execution time in seconds on different CPU/GPU combinations for G2-circuit
matrix

1 GPU 2 GPU 3 GPUs

12 CPUs 61,34 411,05 393,89

11 CPUs 57,72 389,89 389,34

10 CPUs 52,13 374,03 365,98

9 CPUs 49,69 315,35 346,16

8 CPUs 45,33 263,12 263,12

7 CPUs 38,7 187,77 187,77

6 CPUs 35,21 179,09 231,54

5 CPUs 33,45 163,93 205,12

4 CPUs 29,03 159,61 189,67

3 CPUs 27,11 155,17 172,56

2 CPUs 28,78 153,02 198,9

1 CPUs 31,17 161,97 232,14

0 CPUs 32,06 210,19 285,73

Fig. 4. PCG performance in term of execution time in seconds on different CPU/GPU
combinations with dmda scheduler for G2-circuit matrix

Table 3 shows the total execution time in seconds on different CPU/GPU
combinations for apache2 matrix.

We can represent the performance of PCG solver on different CPU/GPU
combinations with dmda scheduler for apache2 matrix in Fig. 5.
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Table 3. Execution time in seconds on different CPU/GPU combinations for apache2
matrix

1 GPU 2 GPU 3 GPUs

12 CPUs 74,33 401,15 383,9

11 CPUs 70,73 379,87 379,14

10 CPUs 67,89 364,14 355,88

9 CPUs 64,23 305,55 336,26

8 CPUs 61,11 253,02 322,67

7 CPUs 57,04 177,88 257,79

6 CPUs 55,28 169,18 221,67

5 CPUs 54,67 153,89 195,02

4 CPUs 52,48 149,51 179,37

3 CPUs 51,44 145,15 162,53

2 CPUs 53,19 143,12 188,89

1 CPUs 56,75 151,89 222,34

0 CPUs 60,12 201,09 275,83

Fig. 5. PCG performance in term of execution time in seconds on different CPU/GPU
combinations with dmda scheduler for apache2 matrix

Table 4 shows the total execution time in seconds on different CPU/GPU
combinations for ecology2 matrix.

We can represent the performance of PCG solver on different CPU/GPU
combinations with dmda scheduler for ecology2 matrix in Fig. 6.
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Table 4. Execution time in seconds on different CPU/GPU combinations for ecology2
matrix

1 GPU 2 GPU 3 GPUs

12 CPUs 444,97 404,05 433,89

11 CPUs 438,09 379,89 419,34

10 CPUs 425,6 354,53 395,08

9 CPUs 416,57 319,35 329,16

8 CPUs 378,52 283,12 316,56

7 CPUs 267,77 197,77 232,89

6 CPUs 247,13 177,09 221,54

5 CPUs 225,07 165,73 195,82

4 CPUs 199,91 149,61 179,67

3 CPUs 187,1 144,17 167,56

2 CPUs 210,34 143,02 179,9

1 CPUs 221,77 162,97 242,14

0 CPUs 293,56 199,19 265,73

Fig. 6. PCG performance in term of execution time in seconds on different CPU/GPU
combinations with dmda scheduler for ecology2 matrix

Table 5 shows the total execution time in seconds on different CPU/GPU
combinations for thermal2 matrix.

We can represent the performance of PCG solver on different CPU/GPU
combinations with dmda scheduler for thermal2 matrix in Fig. 7.
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Table 5. Execution time in seconds on different CPU/GPU combinations for thermal2
matrix

1 GPU 2 GPU 3 GPUs

12 CPUs 1771,28 512,02 467,89

11 CPUs 1749,6 451,11 437,34

10 CPUs 1712,98 447,64 426,67

9 CPUs 1688,43 413,92 408,24

8 CPUs 1642,5 397,12 335,83

7 CPUs 1578,12 334,45 312,89

6 CPUs 1561,33 311,23 278,29

5 CPUs 1511,67 288,98 251,65

4 CPUs 1466,19 265,87 243,14

3 CPUs 1438,56 254,88 236,64

2 CPUs 1484,74 252,98 246,9

1 CPUs 1559,27 261,52 276,47

0 CPUs 1661,46 266,76 319,14

Fig. 7. PCG performance in term of execution time in seconds on different CPU/GPU
combinations with dmda scheduler for thermal2 matrix

Table 6 shows the total execution time in seconds on different CPU/GPU
combinations for G3-circuit matrix.

We can represent the performance of PCG solver on different CPU/GPU
combinations with dmda scheduler for G3-circuit matrix in Fig. 8.
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Table 6. Execution time in seconds on different CPU/GPU combinations for G3-circuit
matrix

1 GPU 2 GPU 3 GPUs

12 CPUs 614,21 134,11 188,89

11 CPUs 607,2 122,78 182,34

10 CPUs 581,53 118,81 178,67

9 CPUs 573,89 112,34 156,4

8 CPUs 555,12 106,03 112,13

7 CPUs 541,4 98,25 94,35

6 CPUs 530,33 94,76 90,12

5 CPUs 516,08 92,12 81,89

4 CPUs 511,65 89,96 78,65

3 CPUs 509,54 89,43 76,87

2 CPUs 514,82 88,6 77,9

1 CPUs 525,23 90,33 81,47

0 CPUs 560,41 91,12 95,14

Fig. 8. PCG performance in term of execution time in seconds on different CPU/GPU
combinations with dmda scheduler for G3-circuit matrix

4.3 Discussion

We can note that, Random, Eager, WS schedulers are less efficient because they
schedule tasks without knowing the workload already affected by workers which
limits the number of ready tasks in the system and introduce a transfer time and
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a significant time of inactivity. On the other hand, the dmda scheduler based on
the performance history works better, it uses the execution time history of each
task and the transfer time history to predict the performance, so know the time
when each processing unit will become available (after all tasks already assigned
to this unit finished). A new task T is then assigned to the processing unit which
minimizes the new execution time of this task relative to the expected duration
of task on processing unit. The scheduler tries to minimize the transfer time of
data from one unit to another, it then assigns the task to the unit that will have
the less data transfer.

To benefit from multi-GPU acceleration, large-size matrices are required
(G3-circuit, Thermale2), 3 GPU/3 CPUs give better performance in this case.
For a matrix of average size (ecology2) we can use 2 GPU/2 CPU and for the
small matrices (G2-circuit, apache2) the combination 1 GPU/3 CPU gives bet-
ter results. Note that the number of CPUs is about the same for each matrix,
however the number of GPUs increases as the size of the matrix increases. The
use of multiple CPUs does not speed up processing because the cost of communi-
cation increases between processors as their numbers increase. Whereas in order
to benefit from the multi-GPU acceleration large matrices are needed in this case
the communication cost becomes negligible compared to the total computation
time.

When we choose the combination of resources, we must respect a certain
scalability. From 3 CPU the gain becomes negligible (in case of large matrices)
this is due to the distribution of tasks according to a scheduling strategy dmda
that takes into account the data transfer. It assigns the task to the worker who
will do the processing as soon as possible respecting the minimization of the
transfer time. If the number of workers is increased, the transfer time increases
and thus the total execution time increases.

5 Conclusion

In this chapter, we presented a performance evaluation of StarPU schedulers
for sparse linear systems, which offers a variety of iterative solvers, our used
case sparse conjugate gradient solver. We compared the performance of PCG
kernel on hybrid architecture (Multi-GPU/Multi-CPUs) using difference sched-
ulers. We analyzed the execution time of conjugate gradient algorithm in three
cases by fixing the number of GPUs in 1, 2 and 3. This evaluation shows signif-
icant speedup obtained with 3 GPUs. The results allows to conclude also that
increasing the number of CPUs is not efficient due to the cost of communication
between processors. In future, we will continue our experiments on GPUs with
GMRES method using StarPu schedulers, we plan to accelerate the execution
time of these methods by introducing techniques to find better performance.
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7. Planas, J., Badia, R.M., Ayguadé, E., Labarta, J.: Hierarchical task-based pro-
gramming with StarSs. Int. J. High Perform. Comput. Appl. 23(3), 284–299 (2009)

8. Gautier, T., Besseron, X., Pigeon, L.: KAAPI: a thread scheduling runtime system
for data flow computations on cluster of multi-processors. In: PASCO 2007 Inter-
national Workshop on Parallel Symbolic Computation, pp. 15–23. ACM (2007)

9. Garey, M.R., Johnson, D.S.: Computers and Intractability, A Guide to the Theory
of NP-Completeness. W.H. Freeman and Company, San Francisco (1979)

10. Topcuoglu, H., Hariri, S., Wu, M.-Y.: Performance-effective and low-complexity
task scheduling for heterogeneous computing. IEEE Trans. Parallel Distrib. Syst.
13(3), 260–274 (2002)

11. Bosilca, G., Ltaief, H., Dongarra, J.: Power profiling of Cholesky and QR factor-
izations on distributed memory systems. Comput. Sci.-Res. Dev. 29(2), 139–147
(2014)

12. Li, R., Saad, Y.: GPU-accelerated preconditioned iterative linear solvers. J. Super-
comput. 63(2), 443–466 (2013)
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Abstract. The aim of this paper is to propose a machine learning app-
roach to build a model for predicting the runtime of optimization algo-
rithms as a function of problem-specific instance features. That is, our
method consists of building a support vector machine (SVM) model
incorporating feature selection to predict the runtime of each configu-
ration on each instance in order to select the adapted setting depending
on the instance. Such approach is useful for both algorithm configuration
and algorithm selection. These problems are attracting much attention
and they enable to benefit from the increasing volume of data for better
decision making. The experiment consists of predicting algorithm perfor-
mance for a well known optimization problem using the regression form
of SVM.

1 Introduction

Nowadays, automated algorithm configuration and selection have become
promising to build expert systems for solving different optimization problems.
The problem of configuration in optimization algorithms is as old as the algo-
rithms themselves. However, it has been done in most cases manually following
the conventional propositions proposed in the literature. However, these param-
eters depend on the problem type (unimodal, multi-modal...). That is, each
problem has its own specificity and then the necessity of automating this pre-
processing step. Even if it is known that the configuration of algorithms is a nec-
essary step in most optimization problems, little effort is spent in the automation
of this step.

The aim of the configuration of algorithms is to search for a suitable algorithm
in the space of available configurations. More specifically, its aim is to choose
the configuration which can lead to the best performance of the algorithm on an
instance corresponding to the metric. This problem could be viewed as a general
design whose components are selected according to the problem to be solved.

It has been often observed that there is no best configuration (or algorithm in
the algorithm selection problem) which can dominate for all problem instances.
That is, different configurations may perform better on different instances [24].
Therefore, in contrast to traditional configuration approaches which aims to
identify the best algorithm for a given class of instances, we advocate making
this decision on a per-instance machine learning.
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Also, as the choice of the algorithm and configuration relies on the predicted
performance, our contribution in this paper is to propose a machine model to
predict each configuration performance in order to choose the promising ones.
Our approach is adequate for both algorithm tuning as well as algorithm selection
problems as illustrated by [13,17].

For that, the first issue is to define a metric to measure the performance
of the algorithm. In this paper, we adopted the runtime as a metric as it is
adopted in most problems [6]. On the other hand, various machine learning
predictive models have been proposed to deal with prediction. As the runtime
is a continuous variable, we have to adopt regression models to predict it. [13]
presented a review of these methods and compared a number of them such as
ridge regression (which is similar to the regression version of support vector
machine -support vector regression-) and artificial neural network. They have
also investigated the use of feature selection. We can conclude from that paper
that both support vector regression (SVR), feature selection and regression tree
can be beneficial comparing to artificial neural network. Therefore, in this paper,
we combine SVR and feature selection and compare them to the regression
tree. That is, we propose a model based support vector regression incorporating
feature selection to predict each configuration performance in order to choose
the promising ones.

The remainder of the paper is organized as follows. Section 2 provides liter-
ature review. Section 3 presents the main used algorithms. Section 4 describes
our approach to predict algorithm’s performance. Section 5 describes the exper-
imental results and Sect. 6 is dedicated to a conclusion.

2 Literature Review

In this section, we start by mentioning that the configuration of algorithms
can be done in two ways: the offline configuration involves the adjustment of
parameters before running the algorithm while the online configuration consists
of adjusting the algorithm parameters while solving the problem. On the one
hand, in [2], we have presented a brief review of the online configuration of an
example of these algorithms which is particle swarm optimization (PSO) [14]. In
this paper, we interest on the offline configuration of optimization algorithms.
This issue has been summarized in the book edited by [11], which has surveyed
the main approaches that can be used for parameters tuning of optimization
algorithms especially in constrained problems. In particular, [12] presented the
three most used procedures for tuning algorithms. A more detailed review of the
offline configuration can be found in [6].

More practically. Nowadays, it is known that one of the main challenges
within solvers is to propose an automatic design for the configuration of their
proposed algorithms. Two recently proposed solvers have interested in this issue
which are SatZilla [24] and Sunny [1]. The former is an algorithm portfolio for the
propositional satisfiability problem (SAT) that select solvers on a per-instance
basis according to the performance prediction, while the latter is an algorithm
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selector designed for constraint programming (CP) in general. Concerning the
algorithm performance, For both SatZilla and Sunny solvers, the proposed per-
formance evaluation was the algorithm’s runtime.

In this paper, we interest in the prediction of the adopted performance which
is the runtime. Machine learning methods which are adapted to this problem are
the supervised ones as they can be used to predict the performance of a single
algorithm under different parameter settings and choose the best setting on
a per-instance basis. As the use of machine learning for predicting algorithm
performance rely on learning problem features, support vector regression (SVR)
-which is the regression form of support vector machine (SVM)- can be adopted
to provide a model with better generalization capacity to elaborate more accurate
prediction of algorithm performance. As we can conclude from [13], SVR can be
more adequate comparing to neural network.

A common problem when using machine learning in general and SVM (for
both classification and regression) in particular consists in using features that do
not properly characterize dataset of a given problem. Thus, feature selection (FS)
may be useful in some dataset. FS may enhance the performance of the prediction
by eliminating irrelevant inputs, it may also reach data reduction for accelerated
training and increases computational efficiency [19]. Also, the determination of
the optimal feature subset may enhance the generalization capacity as it is much
influenced by the “curse of dimensionality”.

In our previous paper [6], we have presented a methodology for building
an algorithm configuration based on feature learning. This approach can be
adapted to the algorithm selection approach by replacing an algorithm by the
set of algorithms and replacing a configuration by a candidate algorithm.

In the following, we interest in the improvement of the performance of SVM,
which is the adopted machine learning predictive model.

3 Performance Improvement of Support Vector Machine

In this section, we describe the three considered improvements of SVM, which
are data pre-processing, model selection and feature selection:

3.1 Data Pre-processing

Feature Scaling
The first step in data pre-processing is feature scaling, which is a method used
to standardize the range of independent features of data. In data processing,
two well-known approaches for feature scaling can be adopted, which are data
normalization (Eq. 1) and data min-max scaling (Eq. 2).

xifj
← xi(fj) − x̄

σ
(1)

xifj
← xi(fj) − xmin(fj)

xmax(fj) − xmin(fj)
(2)
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The aim of Eq. 2 is to scale the data within the range of [0,1]:
Generally, feature scaling results in enhanced performance and can signifi-

cantly improve the prediction accuracy of the learned hypothesis as affirmed by
the LibSVM package [5].

Data Splitting
Moreover, generally while predicting using machine learning algorithms and
SVM in particular, it is necessary to split the dataset into two or three parts.
More precisely, the training set is used to build the model and the testing set
is considered to evaluate it on a new unseen data. The validation set can be
used while using cross validation for instance to choose the best model (model
selection). In this paper, we have adopted particle swarm optimization (PSO)
for model selection. Thus, we have limited to the training and testing set. In
practice, typically, the former is set to 75% and the latter is set to 25%.

Below, we propose an algorithmic view of the data pre-processing step (Algo-
rithm 1):

Algorithm 1. Data pre-processing
Data: A set (X, Y ) = ((x1, y1), ..., (xn, yn)) with n instances and d features (f1, ..., fd )

where xi = (xi(f1), ..., xi(fd))

for i = 1 to n do

for j = 1 to d do

xifj
← Scaling(xifj

);

end

end feature scaling

;

for i = 1to[ 3n4 ] do

X(train) ← X(train) ∪ xi ;

Y (train) ← Y (train) ∪ yi

end

for i = [ 3n4 ] + 1 to n do

X(test) ← X(test) ∪ xi ;

Y (test) ← Y (test) ∪ yi

end dividing dataset into a training set and a testing set

;

Result: Training set (X(train), Y (train)) and testing set (X(test), Y (test))

3.2 Model Selection

To deal with real problems, most machine learning models have to be adjusted
to produce a more desirable outcome. In particular, the configuration of SVM
parameters (model selection) plays an important role in the success of SVM: the
purpose is to reach the bias/variance trade-off and to avoid both overfitting and
underfitting by enhancing the robustness of the model.

SVM model selection can be treated using statistical approaches such as
cross-validation or can be viewed as an optimization process. The latter is our
focus in this paper as it is less prone to overfitting [9].
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Concerning SVM parameters, it has two main parameters. The first one is
the regularization factor C which controls the trade-off between the complexity
of the model and the training error. The first objective refers to the margin
maximization and the second one depends on the slack variables. The second
one is the kernel parameter σ . This one is used when adopting the radial basis
function (RBF) as a kernel function.

For support vector regression (SVR), which is the regression version of SVM,
another parameter is considered which is ε by Vapnik [23], it determines the
level of accuracy of the approximated function. In our work, we interest in the
optimization of C and σ .

Besides SVM parameters, the data itself has a crucial role in the predictive
capacity of the algorithm. In particular, it is well known that features have a
large influence on how well samples can represent the real problem. This issue
is discussed in the following section.

3.3 Feature Selection

In our approach, We have inspired from feature selection methods to automat-
ically select from among candidate features of each dataset. This idea has been
mentioned by [4]. However, it has not been developed by the authors. Also, it
has been advocated in [13]. In this paper, we interest on wrappers which have
been popularized by [16] as they hybridize between a machine learning method
for classification or regression and an algorithm adapted to search in the space of
feature subsets which is a binary space [10]. Furthermore, while using a wrapper
approach, we can obtain simultaneously the predicted values and the correspond-
ing features. In this paper, we interest in using the wrapper FS approach which
has been proposed in [21] to select the relevant features based on predictive
accuracy on the training set. The optimization algorithm is based on the binary
particle swarm optimization (PSO) which is described in the following section.

3.4 Particle Swarm Optimization

In this paper, particle swarm optimization has been used for both model selec-
tion and feature selection problems. In this section, we highlight this algorithm,
which was introduced by Kennedy [14]. This population metaheuristic simu-
lates the moving of social behaviour among individuals (particles) through a
multi-dimensional search space, each particle represents a single intersection of
all search dimensions and has two vectors: the velocity vector and the position
vector.

PSO has been natively proposed to solve continuous problems. [15] intro-
duced the binary PSO to enable it to operate in discrete and binary search
spaces. particle i adjusts its velocity, for each indice j of the dimension d, vj

i (t+1)
and position in each generation t according to Eq. (3):

vj
i (t + 1) = wvj

i (t) + c1r1(p
j
i (t) − xj

i (t)) + c2.r2.(pj
g(t) − xj

i (t)) (3)
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On the one hand, in continuous PSO, the particles are updated according to
its previous best position and the entire swarm previous best position according
to Eq. (4). That is,

xj
i (t + 1) = xj

i (t) + vj
i (t + 1) (4)

On the other hand, in binary PSO, the velocities are considered as the prob-
abilities that the particle will change to one. This transformation is done using
the sigmoid function (sig) which is defined as follows:

vd
i (t) = sig(vd

i (t)) =
1

1 + e−vd
i (t)

(5)

The position is computed then as in Eq. (6)

xd
i (t + 1) =

{
1 if randi ≤ sig(vd

i (t + 1))
0 else

(6)

where randi is a uniform random variable in the interval [0,1].
The description of PSO parameters can be found in [7,15].

4 The Proposed Approach

The aim of this section is to present how SVM has been used to predict each
algorithm configuration performance.

Our approach consists firstly of selecting the relevant features based on the
prediction of SVM accuracy. Then, the prediction of performance is done using
SVM. Our approach can be executed in both binary and continuous forms of
SVM (this approach has been recently investigated in a continuous problem [22]
in which it takes the historical informations to predict the future values).

Furthermore, we present the main steps which can be used to test our app-
roach which are feature pre-processing, feature selection, training SVM model
and testing it.

4.1 Support Vector Machine

The support vector machine (SVM) is a recent tool from the artificial intelligence
field which use statistical learning theory. It has been successfully applied to
many fields and it recently of increasing interests of researchers: It has been first
introduced by [3] and was applied firstly to pattern recognition (classification)
problems, recent research has yielded extensions to regression problems.

SVM belongs to Kernel methods, which represent a new generation of learn-
ing algorithms and utilize techniques from optimization, statistics, and func-
tional analysis in pursuit of maximal generality, flexibility, and performance.
SVM applies the structural risk minimization principle to minimize an upper
bound on the generalization error instead of the traditional empirical risk mini-
mization.
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Concerning the algorithm configuration problem, it can be used in most prob-
lems in its continuous form (support vector regression) to predict the algorithm
performance, which can be the running time or the obtained cost by each algo-
rithm configuration. However, for some constrained problems. The performance
can be a binary function (positive and negative values) in which the negative
ones may lead to failure and the positive ones are those made along a successive
search on feasible solutions [8]. In the paper, we interest on the first case.

4.2 PSO for FS and Parameter Optimization of SVR

The aim of our proposed algorithm is to solve this mixed continuous-binary
problem as To better explain it, its pseudo-code is defined below (more details
can found in [20]:

Algorithm 2. The proposed algorithm
Data: The number of particles (n), the total number of features and SVM parameters (d),

the initial positions (x) and the dataset (features and classes)

Initialization: positions and velocities of particles ;

Divide Dataset into a training set and a testing set ;

while number of iterations t ≤ tmax not met do
Evaluate the fitness fiti(t) corresponding to the prediction accuracy of all individuals

in the training set with SVR (SVR algorithm);

for i = 1 to n do

for j = 1 to d do

Compute the velocity vj
i (t) according to Eq. (3) ;

if j ≤ d − 2 then

Compute the position xj
i (t) corresponding to Eq. (4) ;

else

Compute the position xj
i (t) according to Eqs. (5) and (6)

end

end

end

t −→ t + 1
end

Evaluate the solution on the testing set ;

Result: The forecasting values and performance measurement on the testing set

The FS and parameter optimization are done on the training set. After select-
ing the subset and defining the suitable parameters, we evaluate the model on
the testing subset as detailed in the following section.

4.3 Training and Testing the SVM Model

In this section, our main interest is given in this section to SVR (the regression
version of SVM [23]) as most performance measurements are continuous ones
(runtime). In this paper, we have adopted the Libsvm package to train the SVR
model as described in Algorithm 3:
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Algorithm 3. Training support vector regression by Libsvm
Data: Training set (x1, y1), ..., (xn, yn) with n instances, the SVR parameters (σ , C and ε )

Step 1: Solve the dual problem ;

Step 2: Compute weight vector w ;

Step 3: Compute b∗ value ;

Step 4: Compute f value ;

Result: Weight vector w, Lagrangian multipliers α and α∗, b∗ and function f

After building the SVR model on the training set, we test its prediction
capacity on the testing set. The prediction accuracy is measured on the testing
set by the mean absolute percentage error (MAPE) and the mean square error
(MSE).

MAPE = 100.

∑ |(prediction − real)/real|
n

(7)

MSE = 1/n
∑

(prediction − real)2 (8)

Where n is the number of instances of the testing set.
The evaluation phase of our approach in the testing set is described in Algo-

rithm 4.

Algorithm 4. Testing Support vector regression model
Data: SVR model ( w and b∗), the Lagrangian multipliers (α and α∗), the SVR

parameters (σ , C and ε ) and real values on the testing set y[ 3n4 ], ..., yn

for k = [ 3n4 ] + 1 to n do

f(xk) ← ∑N
k=1(α

∗
i − αi)K(xi, xk) + b

end

MSE ← ∑[n4 ]
k=1(f(xi) − yi)

2 ;

MAPE ← ∑[n4 ]
k=1

(f(xi)−yi)
yi

;

Result: Predicted values on the testing set f(X(test)) and the corresponding errors

MAPE and MSE

4.4 The Proposed Approach for the Prediction of Algorithm
Performance

The aim of this section is to illustrate the process used to test our approach for
predicting the algorithm configuration performance, the algorithm is tested on
the testing set as depicted in Algorithm 5.
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Algorithm 5. The proposed algorithm
Data: A dataset (X, Y ) = ((x1, y1), ..., (xn, yn)) with n instances and d features

Step 1: [(X(train), Y (train)), (X(test), Y (test))] ← Algorithm.1((X,Y));

Step 2: ((X′(train), Y (train))) ← Algorithm.2((X(train), Y (train)));

Step 3: SVR model (w, b∗, f(X(train))) ← Algorithm.3((X′(train), Y (train))) ;

Step 4: (f(X(test), MAPE, MSE)) ← Algorithm.4(SVR model,

(X(test), Y (test)) ) ;

Result: Predicted values on the testing set and the corresponding errors

(f(X(test), MAPE, MSE))

5 Experiment

In this section, the parameter setting is presented in the beginning. After, we
investigate the method on three datasets which belong to the propositional sat-
isfiability problem.

5.1 Parameters Setting

We compare our approach with SVR model when using just FS and with the
native SVR model without using FS and with the decision tree in both regres-
sion and classification form (as proposed by Matlab software). These problems
belong to the algorithm selection problem which can be modeled as an instance
configuration problem as described in the introduction.

In our experiment, 75% of samples are used in training while the remaining
25% samples are used in testing.

5.2 Performance Measurement of Our Approach on the
Propositional Satisfiability Problem

First of all, the paper takes the dataset evaluated by the SatZilla solver [26]
1. These datasets have been used in the SAT competition. In this paper, we
evaluate our approach on three of these data sets (which has been respectively
named as “Indu” (industrial), “Hand” (handmade), “Rand” (random)). In each
one of them, a number of training instances and features have been generated.
Concerning feature extraction of SAT problem, it have been basically based [18]
which introduced 91 features. These features can be classified into the following
categories: problem size features, graph-based features, balance features, prox-
imity to horn formula features, DPLL probing features, and local search probing
features) as detailed in [18]. Our adopted datasets have included other features
[25,26].

1 The dataset is available online at http://www.cs.ubc.ca/labs/beta/Projects/
SATzilla/.

http://www.cs.ubc.ca/labs/beta/Projects/SATzilla/
http://www.cs.ubc.ca/labs/beta/Projects/SATzilla/
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For instance generation, it is based on a collection of SAT instances that
include each algorithm instance from these three datasets [26].

As justified before, the algorithm runtime has been adopted as a performance
measurement in this experiment. That is, the aim of this dataset is to predict
each algorithm (solver) performance on the different instances. Therefore, the
algorithm ID is considered as a feature to determine the corresponding algorithm
for each instance of the problem.

Then the dataset can be presented as follows: Y correspond to the algorithm
runtime and X to the features of each problem in addition to the algorithm ID.

5.3 Results

The following table shows different performance measurement obtained for the
three methods: (“SVR-FS” correspond to our approach, “SVR” means that we
use SVR model without using feature selection and “Tree” means the regression
tree) for the “Indu” dataset (Table 1).

Table 1. Comparison of results for “Indu” experiment

SVR-FS SVR Tree

MAPE 103.9923 104.8581 268.7885

MSE 5.71175e+06 5.72095e+06 8.2497e+06

To provide a graphical view of the predicted performance of the proposed
model, we depict in Fig. 1 the corresponding error of each algorithm on the
testing set.

In the same manner, we depict the different obtained performance measure-
ment in Table 2 for the “Hand” dataset:

Table 2. Comparison of results for “Hand” experiment

SVR-FS SVR Tree

MAPE 3.9075 3.9063 4.2875

MSE 5.41986e+08 5.05081e+08 5.2789e+08

The corresponding errors are depicted in Fig. 2
The results of the last dataset are shown in Table 3.
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Fig. 1. Comparison of predicted values for “Indu” dataset

Table 3. Comparison of results for “Rand” experiment

SVR-FS SVR Tree

MAPE 129.0604 128.6767 2.2210e+03

MSE 6.18473e+06 6.18514e+06 7.4321e+06

We can conclude from these results that feature selection has slightly
improved SVR accuracy and SVR have given competitive results comparing
to regression tree.
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Fig. 2. Comparison of errors for “Hand” dataset

6 Conclusion and Future Work

In this paper, we have proposed an approach which uses support vector machine
including feature selection to predict the algorithm runtime of optimizers. Exper-
imental results have shown that has competitive computational performance
than the regression tree. However, due to the very high deviation of the dataset
in regression problem, the error is still high. Future research should attempt to
tackle this problem in order to improve SVR accuracy. Furthermore, this method
can be investigated for other problems which have bigger number of features.
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Abstract. Nowadays, web services have become more popular and are the
most preferred technology for distributed system development. However, sev-
eral issues related to the dynamic nature of the web still need to be addressed,
such as scalability, high complexity, high computing costs and failure issues. It
becomes very important to find efficient solutions for the composition of web
services, capable of handling different problems such as large quantities of
services, semantics or user’s constraints. In this chapter, we formalize the web
Service composition problem as a search problem in an AND/OR Service
Dependency Graph, where nodes represent available services and arcs represent
the semantic input/output dependencies among these services. A set of dynamic
optimization techniques based on redundancy analysis and service dominance
has been included to reduce the size of this graph and thus improves the scal-
ability and performance of our approach. We pre-calculate all the shortest paths
between each pair of this graph’s node using a graph search algorithm. These
paths will be used upon the receipt of a client request. The construction of the
graph and calculation of the shortest paths are done offline to remove this
time-consuming task from the composition search process; therefore optimizing
the composition process by reducing the computational effort when running the
query. Furthermore, in addition to the sequence and fork relations, our model
supports the parallel relation.

Keywords: Web service composition � AND/OR graph � Matchmaking
Discovery

1 Introduction

Web services are a universal technology for integration of distributed and heteroge-
neous applications over the Internet. The web Services Technologies [1] ensure rich,
flexible and dynamic interoperation of heterogeneous systems. Web Services are
self-contained and platform-independent applications (i.e., programs) that can be
described, published, and invoked over the network by using standards network
technologies. The emergence of technologies and standards for web services has
promoted the wide application of web service in many areas such as business, finance
and government.

Since the functionalities of the individual web services are limited, the systems that
search not only single web service but also web services composition have been
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researched and developed. Web service composition is the combination of multiple
services from different providers to create a service that can answer the complex needs
of the web user. The main purpose behind designing an approach to handle web service
composition is to minimize user intervention and accelerate the process of producing a
composite service that meets user requirements; hence, the need to automate the
composition of service. Automation reduces the time spent in order to create a com-
position plan with respect to time required in a manual composition approach [2],
eliminates human errors and reduces the overall cost of the process. However, the
problem of automatic composition becomes increasingly complex when we have
repositories with a large number of web services that use different control structures to
exchange data streams.

Various methods and tools [3–8] have been suggested for dynamic web service
composition. But, most of them have some disadvantages like high complexity, high
computational cost and memory intensive. Other approaches, such as [9–15], consider
the problem of service composition as a graph search problem, where a search algo-
rithm is applied over a dependency graph to retrieve service composition results. In
these proposals, the problem of data redundancy is not addressed, which complicates
the search process and affects the scalability of the solution. Moreover, they construct
the graph and apply the search algorithm at runtime (Upon receipt of the user query)
and this impact negatively the execution time.

In this chapter, we propose a graph based approach for optimizing web service
composition. Our approach is based on representing the web services semantic rela-
tionship using an AND/OR directed graph built at design time. Our model takes into
consideration different control structures to coordinate the exchanges of data flows
between services. We apply different optimization techniques based on redundancy
analysis and service dominance to group and reduce the number of services and
relations, and finally run a search algorithm over the reduced graph to generate all the
shortest paths between every pair of graph nodes. These operations are carried out
during the design of the system independently of when the client’s request is sent;
therefore, we optimize the composition by reducing the computational effort at query
runtime. When a user sends a request, we define the access points to the graph and we
extract the pre-computed shortest paths between them to get the optimal composite
solution.

The remainder of this chapter is organized as follows: In Sect. 2 we present related
work. We describe in Sect. 3 our approach for dynamic web service composition, its
architecture and its main components. Section 4 describes our reference implementa-
tion. Finally, Sect. 5 concludes the chapter.

2 Related Work

Many proposals of web services composition methods have been presented in recent
years. For a detailed survey, we refer to [16–18]. In this section, we present a brief
overview of some techniques that deal with automatic web service composition. We
consider only techniques that use service dependency information, graph models, and
semantics.
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Gekas and Fasli [19] develop a service composition registry as a hyperlinked graph
network with no size restrictions, and dynamically analyze its structure to derive useful
heuristics to guide the composition process. Services are represented in a graph net-
work and this graph is created and explored during the composition process to find a
possible path from the initial state to a final state. To reduce search time, a set of
heuristics is used. However, creating the graph at composition time is very costly in
terms of computation and limits the applicability of graph-based approaches to the
problem of web service composition.

Shiaa, Fladmark, and Thiell [20] present an approach to automatic service com-
position. The discovery and matchmaking are based on semantic annotations of service
properties, e.g. their inputs, outputs and goals. The approach uses a graph-based search
algorithm to determine all possible composition candidates and applies certain mea-
sures to rank them. Filtering and reasoning are accomplished by validating the com-
position candidates using goal-based expressions. A major disadvantage of this
proposal is that it does not use heuristics in order to accelerate search, which may
complicate the search in large repositories. In addition, there are no experimental
results to validate the model.

Talantikite, Aissani and Boudjlida [21] propose to pre-compute and store a network
of services that are linked by their I/O parameters. The link is built by using semantic
similarity functions based on ontology. They represent the service network using a
graph structure. Their approach utilizes backward chaining and depth-first search
algorithms to find sub-graphs that contain services to accomplish the requested task.
They propose a way to select an optimal plan in case of finding more than one plan.
However, they also create the graph at the time of composition which incurs substantial
overhead.

Yan, Xu and Gu [15] propose an automatic approach to resolve the composition
problem over large-scale services. An inverted table is used as index for a quick service
discovery. From a user request, an AND/OR service dependency graph is created.
Then, a search over the graph is performed using the AO* search algorithm. Although
this proposal shows great performance over large repositories, the authors have not
implemented optimization techniques to improve the scalability of the algorithm

Kona, Bansal, Blake and Gupta [22], a composition of web services is generated in
the form of a directed acyclic graph from a user request. The graph is calculated
iteratively, starting with the input parameters provided by the requester. At each iter-
ation, they add a set of invokable services and remove the useless. However, the
algorithm cannot find an optimal composition. A heuristic search over the graph is
necessary to minimize the number of services in the composition.

Rodriguez-Mier, Mucientes, Vidal and Lama [23] present an automatic web service
composition algorithm that uses a dependency graph. The graph, which represents a
suboptimal solution, is dynamically constructed at the time of the request. Then, the
solution is improved using a backward heuristic search based on the algorithm A*
which finds all possible solutions. In addition, a set of dynamic optimization techniques
has been included to improve the scalability of this approach. However, the con-
struction of the graph at runtime may consume a lot of time if the service dependency
graph is complex.
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Sheeba and Manoj [24] provide an algorithm for the automatic dynamic compo-
sition of web services based on graph. The algorithm helps to detect composition loop
during the dynamic construction of the graph.

Among the works presented in their article, Jabbar and Samreen [25] chose to adopt
our solution which consists of a design time service composition where all possible
compositions between services are calculated and saved offline. They present a
dynamic service reconfiguration that will identify and replace a failed service that
violates the SLA or is no longer accessible. This service reconfiguration is performed
without redoing or reconfiguring the entire composition.

This chapter presents a continued and improved method for service composition. In
addition, we construct a non-redundant service dependency graph and compute the
shortest paths between each pair of its node at design time. Moreover, we consider
different control structures (fork, parallel) to coordinate the exchanges of data flows
between services.

3 Overview of the Dynamic Web Service Composition
Approach

In this section, we present our graph-based framework DynaComp for dynamic
semantic web service composition. Figure 1 shows the overview of the approach
adopted with the different steps involved. The composition process consists of three
main steps, namely a semantic input/output matchmaking and service discovery step to
compute the relationships between the inputs and outputs of services and retrieve the
relevant services; a design step where we generate the dependency graph and compute
the entire shortest paths between services; finally a runtime step which is triggered by a
user request requiring a combination of services. We will describe them in the rest of
this section.

Fig. 1. Overview of the proposed approach
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3.1 Semantic Matchmaking and Service Discovery

3.1.1 Semantic Matchmaking
In a web service composition process, we need to combine different services by linking
(matching) the outputs produced by certain services to the inputs required by other
services to enable their interconnection and interaction, thereby generating a complex
data-flow of inputs and outputs. It is then necessary to analyze the semantic compat-
ibility between the types of inputs I and the types of outputs O. This mapping between
the I/O, which is responsible for measuring the degree of semantic matching between
the concepts, is what we call semantic I/O matchmaking. It is the basis of automated
and dynamic service discovery and composition.

To evaluate the degree of similarity between inputs and outputs concepts of ser-
vices, we use a semantic Subsumption Reasoning originally proposed by Paolucci et al.
[26]. Concepts can match with different matching degrees (see Fig. 2):

• Exact: the output O1of the service S1 is equivalent to the input I2 of the service S2.
• Plugin: O1 is a sub-concept of input I2 (O1is more specific than I2).
• Subsume: O1 is a super-concept of I2 (O1 is more general than I2).
• Fail: no subsumption relation of the previous matches exists between the service’s

output and inputs.

The Exact match is obviously preferable compared to the other degrees of match,
Plugin match is the next best level. Subsume is the third best level. The lower level
corresponds to degree Fail which represents an unacceptable result. In our case Exact
and Plugin matches are the acceptable degrees, however this choice remains a con-
figurable aspect.

3.1.2 Semantic Service Discovery
To automatically compose the functionality of several semantic services, an explora-
tory search is usually required to discover relevant services that match some
inputs/outputs (partial match). This mechanism is known as semantic service discov-
ery. The purpose of a classic discovery process is to find atomic services that fit quite

Fig. 2. Rules for the degree of matching
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the discovery request. However, when there is no single service that can consume and
produce the whole set of inputs and outputs required, it is necessary to find appropriate
combinations of services that can satisfy the request without seeking for entire matches.
In this case, the discovery is performed using the information provided by the request
and the information generated by other candidate services and allows partial matches.

3.2 At Design Time

The objectives of this step (cf. Fig. 1) are to create the dependency graph of available
semantic web services. We then apply different optimization techniques to group and
reduce the number of services and relations. Finally, we apply a search algorithm over
the reduced graph to generate all the shortest paths between every pair of graph nodes.
All these operations can be carried out independently of any composition request as it
only depends on the information provided by the matchmaking and discovery module,
hence the name of this step “At Design Time”.

3.2.1 Service Dependency Graph Generation
3.2.1.1 AND/OR Graph for Composite Services

In a service composition, different relations can be used to combine services to meet
the customer’s requirement. Not only the relations between services’ inputs and outputs
parameters should be taken into account, but also the parallel relations or the fork
relations between elementary services should be considered. Indeed, for two services
S1 and S2, there exists one of the following relations between them (see Fig. 3):

• Sequence Relation: If S2 is executed after S1, there is a sequence relation between
S1 and S2 shown in Part (1) of Fig. 3.

• Iteration Relation: If S1 is executed for many times, there is an iteration relation of
S1 shown in Part (2) of Fig. 3.

• Parallel Relation: If the execution of the service S requires the execution of the two
services S1 and S2, then there is a parallel relation between S1 and S2 shown in Part
(3) of Fig. 3.

Fig. 3. Logic relations between services
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• Fork Relation: If the execution of the service S requires the execution of service S1
or service S2, then there is a fork relation between S1 and S2 shown in Part (4) of
Fig. 2

We can express the parallel relation of services by the logical AND relationship and
the fork relation by the logical OR relationship. Thus, we model the composition of
services by an AND/OR Service Dependency Graph (SDG) constructed dynamically to
show all possible inputs/outputs dependencies among the available services.

An AND/OR graph [27] is a frequently used formalism to solve automatic problem
by breaking down the problem into sub-problems and then solve these small tasks to
achieve the solution. This formalism has been used in a many previous approaches and
has proven its efficiency as stated in [15]. It can be seen as a generalization of directed
graphs, consisting of two types of nodes (connectors), namely AND connectors if there
is a logical AND relationships in such nodes, and OR nodes if there is such logical
relationship. The AND/OR graph representation of the SDG is more suited for the
composition problem than normal graphs because the constraints on the inputs of
services are explicitly represented by the AND nodes; A service cannot be executed if
some of its inputs are not provided; thus, an AND node can only be accessible if all its
incoming edges are satisfied. On the other hand, for an OR node to be accessible, it is
sufficient that one of its incoming edges be satisfied.

In most cases, we encounter nodes that have more than one logic relation. An
example is shown in part (1) and (3) in Fig. 4 where node S in the first case have a
“logical OR” applied to two “AND connectors” {S1, S2} and {S3, S4}; At the same
time S has an “AND connector” {S1, S2} and an “OR connector” {S3}. A graph with
nodes having a mixture relation can be transformed into another graph containing only
single-connector nodes, by adding dummy nodes as explained in part (2) and (4) of
Fig. 4. In (2), we introduce two dummy AND connector nodes, D1 and D2 that are both
connected to S; in (4), we add a dummy AND connector D1. This transformation
reduces the complexity of the graph, and makes the graph include nodes with one
connector (selection or concurrent relationship). Thus nodes can be designated as
“AND nodes” or “OR nodes”. The graph then contains two node types.

Fig. 4. Substitution method of mixed logic relations
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3.2.1.2 Defining the Service Composition Graph
The Service Dependency Graph generator use the information provided by Match-
making and Discovery engines to compute a graph (cf. Fig. 5) with all the semantic
relations (Exact, Plugin) between all the inputs/outputs of all services known to the
registries used. The resulting graph is a Weighted Directed AND/OR Graph that
captures all potential service compositions.

Generally, the size of a repository is the most important parameter that influences
the complexity of solutions that adopt graph modeling. To remedy this obstacle and
speed up the calculation of the graph, we have applied some optimization techniques,
in particular the pre-computing and indexing of the relevant services (either at the level
of their inputs or at the level of their outputs) corresponding to each available concept.
We construct a hash map where keys are the concepts of the ontology and values are
the input relevant (or output relevant) services for that concept. It can be explained as a
map from the input/output (I/O) concepts to the services which generate these concepts.
Thereafter, the relevant services corresponding to a given I/O data can be discovered
very quickly. These techniques depend only on the available information about
ontology and services, and therefore it does not affect the execution time of a com-
position request.

Formally, the Service Dependency Graph SDG is a weighted directed Graph
G = (V, E, W), where V is the set of nodes representing the semantic web services, E is
the set of edges representing the semantic relationship between these web services, and
W is the set of edges’ weights. Thus, building the SDG is based on semantic similarity
between web services computed using the semantic Reasoner. In fact, for a set of web
services, we need to check if two services are to be invoked in sequence during the
composition process. This means that for each input of the former service, there is some
output of the following service that is equivalent, more, or less general than the
demanded input. In such cases, we can say that these services are semantically
composable.

To create the SDG (cf. Fig. 5), we follow the procedure below:

– For each service Si in the repository, create a node Vi in the graph
– If two services Si and Sj represented respectively by nodes Vi and Vj 2 V have a

semantic similarity among their inputs and outputs (Exact or PlugIn), then introduce
an edge Vi ! Vj

– For each edge connecting nodes Vi and Vj, associate a weight Wij calculated using
the semantic similarity value between input and output parameters, and
non-functional properties of services (cost, execution time, reliability, availability…
etc.).

In a first step, we will consider in this work that the weight is the same for all the
arcs of the graph and we will only consider the functional parameters of services
(Inputs and Outputs). The objective is to be able to compare our approach with the
results of the participants of the Web Service Challenge 2008 (WSC’08) which do not
deal with either the non-functional parameters of services or the quality of the services.

358 H. Elmaghraoui et al.



Although there are other benchmark datasets for automatic web service composition
[28], the most efficient algorithms have been evaluated using the WSC’08 datasets.
This comparison allows us to evaluate the correctness and the performance of our
algorithm in different situations. We are currently conducting some experiments using
the eight public repositories of Web Service Challenge 2008 [29]. These repositories
contain from 158 to 8119 services defined using WSDL. Also, inputs and outputs are
semantically described in a XML file. We intend to enrich our model with a number of
parameters including QOS, Preconditions/Effects, Context of use, User profile…

Once the graph is created, the next step is to implement some techniques to reduce
the dimensions of the SDG in order to increase the composition search performance.

3.2.2 Graph Optimization
In general, providers offer similar services with superimposed interfaces. When we
need to perform a search in a graph, we confront with a large number of combinations
to be analyzed. Thus, the complexity of the search space becomes one of the main
obstacles. One way to achieve a significant improvement in the performance of the
search process is to analyze the interface dominance between services in order to find
those that are equivalent or better than others in terms of the interface they provide. In
fact, we substitute the original services of the graph with abstract services that capture
the functionality of the dominant or equivalent services. This allows reducing the size
of the search space which implies a smaller number of paths to be explored when
searching. Once the optimal composition solution is generated, abstract services are
replaced by the original dominant/equivalent services or by a combinations of domi-
nated services that satisfy the same functionality of the dominant service.

All the necessary information to implement this technique, in particular the relevant
services and the semantic relations between their inputs and outputs, are available in the
graph and therefore there is no need to communicate with the discovery/matchmaking
engines.

3.2.2.1 Interface Equivalence
A set of services are equivalent at the level of their interfaces, if they are equivalent in
terms of their inputs and outputs. They can be combined into an abstract service with
several possible implementations. Definitions 1, 2 and 3 formalize the idea of

Fig. 5. An example of a service dependency graph
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input/output equivalence of two services of the SDG concerning the relation between
their inputs and the services that match those inputs.

Definition 1: A service Si ∙ SDG is input-equivalent to a service Sj ∙ SDG if the
services that provide the inputs of Si and Sj are the same.

Definition 2: A service Si ∙ SDG is output-equivalent to a service Sj ∙ SDG if their
outputs are matched to the same inputs in the graph, which means that their outputs can
be consumed by the same services in SDG.

Definition 3: A service Si ∙ SDG is Interface-equivalent to a service Sj ∙ SDG if both
are input-equivalent and output-equivalent.

For example, in Fig. 6 part (1):

• Services Si, Sj and Sk are input-equivalent since they have the same inputs provider
S1.

• Si, Sj and Sk are output-equivalent since their outputs are consumed by the same
service S2.

• Si, Sj and Sk are then interface-equivalent.

The reduction of the composition graph of this example is shown in Fig. 6 part (2),
we replace Si, Sj and Sk with an abstract service S having the same functionality as
these equivalent services.

3.2.2.2 Interface Dominance
If service Si is equivalent in input and at least better in output than service Sj (or vice
versa), then the service Si dominates the service Sj. It requires less information to be
invoked and produces more information. Definitions 4, 5 and 6 formalize the idea of
input/output dominance of two services.

Definition 4: A service Si ∙ SDG is input-dominant over service Sj ∙ SDG if it has a
less demanding input interface, i.e., it requires less inputs to be invoked, and generates
at least the same semantic output types

Fig. 6. Replacement of interface equivalent services
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Definition 5: A service Si ∙ SDG is output-dominant over service Sj ∙ SDG if their
outputs match the same inputs of the same services in the composition graph but the
dominant service also provides additional outputs to the same or different services.

Definition 6: A service Si ∙ SDG is Interface-dominant to a service Sj ∙ SDG if the first
dominates the second in at least one aspect (input-dominant or output-dominant) and is
at least equivalent in the other aspect.

For example, in Fig. 7 part (1):

• Service Si is input-equivalent with respect to service Sj since they have the same
inputs provider S1, S2 and S3.

• Si is output-dominant with respect to Sj since the consumers of the inputs of Sj {S4,
S6} are a subset of the consumers of the inputs of Si {S4, S5, S6, S7}.

• Si interface-dominates Sj since Si is input-equivalent with respect to Sj and Si is
output-dominant with respect to Sj.

The reduction of the composition graph is shown in Fig. 7 part (2).

If ever a service Si becomes unavailable, we can select a replacement service Sj
from the equivalent services (or dominants services).

We apply these optimization algorithms on the eight different datasets from the
Web Service Challenge 2008. Each dataset is a repository of services. For the first
dataset “WSC’08-1”, it contains 158 services. We generate the service dependency
graph (SDG) that represents the composability relationship between those services. The
number of nodes in this generated graph is 158. Once we apply the reduction tech-
niques on this SDG, we get a graph with 147 nodes. The total reduction is 11 nodes.
Table 1 shows in detail the results of the reduction obtained after the optimization step
on the eight datasets.

The first column indicates the dataset name. The second column indicates the
number of services in the generated service dependency graph (SDG) before applying
the reduction techniques. The third column shows the number of services in the SDG
after applying the optimization algorithm. The last column shows the total number of
the reduced (eliminated) services. For each eliminated service, there is a considerable
reduction in the number of possible combinations between services, which means a

Fig. 7. Replacement of interface equivalent services
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significantly reduced search space compared to dealing with all services and thus its
results are a reduced problem search space that should bring performance improve-
ments. In fact, if we remove a node from the graph, we eliminate also all the incoming
and outgoing edges to that node. Figure 7 illustrates an example where we eliminate
the service Sj from the graph and all the related edges. We also eliminate six possible
combinations (S1-Sj-S4; S1-Sj-S6; S2-Sj-S4; S2-Sj-S6; S3-Sj-S4; S3-Sj-S6).

3.2.3 Optimal Graph Search
The previous optimizations aim to reduce the SDG but keep the same functionality.
The next step is to perform a search over the service dependency graph to find all the
shortest paths between every pair of its nodes.

Discovering a composite service essentially is searching for a combination of
services in the solution space represented by the SDG. Our purpose is to reduce the
complexity and time needed to generate and execute a composition. To achieve these
optimization goals, we pre-compute, at design time, all shortest paths between every
pair of nodes in the optimized SDG. We then store these paths for an eventual use
at the composition runtime. Thus, we avoid building the graph and applying the graph
search algorithm when receiving a user’s request that requires a service composition.
When new services are published or existing services are changed or removed from the
repository, the SDG is updated and the shortest paths are recalculated and stored.

As mentioned earlier, given the large number of possible paths to be explored, a
fast graph search algorithm is required to find an optimal solution within a reasonable
timeframe. If we had only sequential links connecting services in an automatic com-
position, a classical single source shortest paths algorithm could solve the problem like
A* or Dijkstra. However, in practice we can find parallel or fork relations between
services and therefore the graph containing these different relations is no longer a
classical graph. For the classical graph, each node can be achieved when there is an
edge that reaches it. While in an AND/OR graph, a node cannot be reachable until all
its preconditions or input edges have been satisfied or provided. For this purpose, we
use AO* algorithm for AND/OR graphs [30]. This algorithm, well-known for its
performance and accuracy, uses a best-first approach in order to find the least-cost path

Table 1. Optimization results for the WS-challenge dataset2008

Datasets Results of the optimization
SDG size before.opt SDG size after.opt Total reduction

WSC’08-1 158 147 11
WSC’08-2 558 557 1
WSC’08-3 604 590 14
WSC’08-4 1041 1039 2
WSC’08-5 1090 1090 0
WSC’08-6 2198 2171 27
WSC’08-7 4113 4108 5
WSC’08-8 8119 8110 9
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between an initial node and the goal. The solution to an AND/OR graph, if one exists,
is a sub-graph rather than a path. It includes sequential and parallel edges.

3.3 At Runtime

Runtime step is triggered upon the receipt of the user query. A request consists of a set
of input concepts representing the initial set of available inputs, and a set of output
concepts that should be returned by the composite service solution. In order to refine
the description of the required services, we use the user’s profile and preferences
information to enrich the request, and to adapt the returned response to user preferences
and context.

When a user sends a request, the discovery process checks the registry to see if
there is a single service that matches the request parameters. If so, the service is
invoked and the results will be returned to the consumer. Otherwise, the Service
Discovery module queries the composite service repository, which stores the previ-
ously created composite service to verify if one of them can satisfy the user’s
requirements. If yes, the identified composite service is confirmed and executed, and
the results will be returned to the consumer. Otherwise, we follow the steps described
in the following section. For reasons of simplicity, the steps mentioned above are not
shown in the Fig. 1.

3.3.1 Identifying Start and Goal Nodes into the SDG
On the basis of a user query, we calculate the access points to the optimized SDG
previously computed at design time. We use the Concept Matchmaking engine to
identify the source and destination nodes which represent the provided input data and
the required output data respectively and we update temporarily the graph as follows
(cf. Fig. 8A):

• First, we add a dummy node to the SDG and connect it to all nodes that contain at
least one input provided by the requestor. This dummy node is called the Start node.

• Second, we add another dummy node and connect it with all nodes providing the
request outputs. This second dummy node is called the Goal node.

Fig. 8. Extracting the optimal sub-graph composite solution
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These additional nodes are used in the next section to compute the Optimal
Composite Solution.

3.3.2 Extracting the Optimal Composite Solution
Once we define the input and output nodes in the SDG which are connected to Start and
Goal nodes, we extract from the pre-computed list paths (already calculated using the
AO* and stored for eventual use), the shortest paths from the starting nodes to the goal
nodes. This means that paths are found from the available input parameters, to the
desired output parameters. Thus, we generate partial compositions that may have
common nodes. Since our goal is to generate a single connected sub-graph, we achieve
this by eliminating duplicate paths by analyzing the intersections of the extracted paths.
We finally obtain the desired solution responding to the initial need of the customer (cf.
Fig. 8B). The resulting Composite Service is stored for future uses to respond to a
similar request.

4 Reference Implementation

Our work in DynaComp framework focuses on reducing the complexity and time
required to build and run a semantic web service composition even in the case of
distributed and large scale service registries. Discovery and composition are two
interdependent activities that need to be tackled together in order to design better
composition engines. To achieve this, we adopt an existing robust and scalable dis-
covery engine iServe [31] and we seek to evolve it towards a high performance solution
in highly distributed environments. This open platform engine is already tested and
validated by its creators and published as libraries to reuse on the net. It provides an
extensible plugin-based discovery engine that easily introduces new algorithms and
combines them with existing ones on the fly. The iServe source code is publicly
available on https://github.com/kmi/iserve. In addition, a dedicated website providing
technical documentation of the latest version is available on http://kmi.github.io/iserve/
latest/.

By integrating the two systems DynaComp and iServe, we developed a reference
implementation “DynaComp-iServe”, where semantic service discovery and match-
making mechanisms are delegated to iServe module and our graph-based composition
module DynaComp is used to compose dynamically the semantic web services indexed
by iServe. The architecture of this integrated system is shown in Fig. 9.

IServe, presented on the right side of the Fig. 9, is a semantic service registry able
to support advanced matchmaking and service discovery activities. It provides mech-
anisms for managing the registry of semantic web services, semantic reasoning support,
offers advanced discovery features, and further analysis components to automatically
locate and generate semantic service descriptions for web APIs and WSDL services
described using heterogeneous formalisms. It supports a wide range of service
description formalisms and ontologies (WSDL, SAWSDL, OWL-S, MicroWSMO,
WSMO-Lite, Swagger Specification, Web Service Contest’s proprietary format) and
we can interact with iServe using different mechanisms (Linked Data, RESTful API,
Web-based user front end).
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For this integrated platform, we exploit essentially the registry and the service
discovery functionality of iServe built on top of the Storage Access Layer, which is
responsible for managing the registry’s data that includes service descriptions, related
documents and the corresponding ontologies. The integration of iServe to the com-
position engine is achieved by the “iServe Adapter” interface that performs the
transformation between iServe’s internal data model and the composition engine’s one.
Indeed, the construction of the service dependency graph requires many interactions
between the composition and discovery engines in order to discover and retrieve the
input/output relevant services; the adapter is responsible for issuing the required queries
to the discovery engine and tailoring the response to meet the requirements of the
composition engine. In this way, we keep generation of the dependency graph isolated
from the discovery process to allow future scalability and enhancements of these
platforms. And to avoid issuing recurrent queries, we rely on an internal cache and
local indexes prefilled at load time and updated when necessary.

DynaComp, presented in the left side of Fig. 9, is our semantic web service
composition engine that implements the steps involved in a service composition
process:

• Semantic service discovery and matchmaking mechanisms step, previously
described in Sect. 3.1, are delegated to iServe.

• Design step where we generate the service dependency graph, apply optimization
techniques to reduce the number of services and relations between them to improve
the graph search performance and then compute the entire shortest paths between each
pair of services. All these operations can be carried out independently of any com-
position request as it only depends on the information provided by iServe match-
making and discovery module. Thus, we avoid building the graph and applying the
search algorithm when processing a user’s request. This is a key point of our solution
to avoid incurring additional overhead when receiving a customer’s request.

Fig. 9. DynaComp/iServe architecture
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• Runtime step starts with a composition request sent to the system through the “User
Interface”. This query specifies the set of input parameters provided by the user and
the set of output parameters that should be returned by the composition solution.
These concepts are used to determine the access points to the dependency graph
previously computed at design step. We then extract from the stored paths, the
shortest paths between start and goal access nodes to obtain the sub-graph of
services responding to user’ needs.

5 Conclusion and Future Works

Automatic composition of web services is a challenging research problem. Due to
increasing number and heterogeneity of available web services we rely on service
semantics to automatically compose new services. In this chapter, we propose an
approach to automate composition of semantic web services. We have described its
main components in detail and outlined their interactions. Our approach relies on
representing the semantic relationship between services by an AND/OR directed
dependency graph without redundancy. We take into consideration different control
structures to coordinate services. We carry out the heavy work of calculating the
composition solution off-line so as not to impact the user query processing time. We
have developed a reference implementation of the integrated solution
“DynaComp-iServe”, where discovery and matchmaking mechanisms are delegated to
iServe module and our graph-based composition module “DynaComp” is used to
compose dynamically the semantic web services indexed by iServe.

We tested this solution using simple scenarios having from 4 to 15 web services
which demonstrated the validity of the approach. We are currently conducting some
experiments using the eight public repositories of eb Service Challenge 2008 to
compare our approach with the results of the participants in this competition. This will
allow us to evaluate correctness and performance of our solution in different situations.

Our near future work mainly focuses on enriching our model with complex
parameter including QOS, preconditions/effects, user constraints, context of use, user
profile…
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Abstract. The ultimate goal of text-to-speech synthesis is to produce natural
sounding speech from any text sequence regardless of its complexity and
ambiguity. For this purpose, many approaches combine different models to
text-to-speech methods in order to enhance results. Applying text-to-speech to
Arabic dialects presents additional challenges, such as ambiguity of undia-
critized words, and lack of linguistics resources. In this respect, the purpose of
this chapter is to present a text-to-speech synthesizer for Moroccan Arabic based
on NLP rule-based and probabilistic models. The chapter contains a presentation
of Moroccan Arabic linguistics, an analysis of NLP techniques in general, and
Arabic NLP techniques in particular.

Keywords: Text-to-speech synthesis � NLP � Moroccan Arabic
Diacritization

1 Introduction

Between the sixth and the seventh century, Arab-Muslim conquests allowed Arabic
language to gain ground in North Africa to become, nowadays, the official language in
Morocco, Algeria, Tunisia, Libya, and Egypt. Modern Standard Arabic (MSA) have
been influenced by French, Spanish and local varieties of Berber (Amazigh), to form a
dialect proper to each country/region.

According to the general census of population (2015), 90.7% of Moroccan popu-
lation use Moroccan Arabic (MA), also known as Darija, for daily communication.
Nevertheless, this dialect seems to differ from one region to another depending on the
degree of contact with other languages or varieties. For instance, in the eastern region
of Morocco, Algerian Arabic and French heavily influence the local dialect. In the
north, Tarifiyt, a local Berber variety, and Spanish are widespread; whereas in the south
region, the impact of Hassani Arabic is quite noticeable.

The differences between local dialects are so significant that two Moroccan citizens
from different regions might not understand each other. In fact, MA is a quite wrong
appellation, since there is no unique Moroccan dialect but several regional varieties.

On the other hand, the high levels of illiteracy in Morocco forced communication
channels to be mainly oral. This aspect justifies the lack of resources, corpuses and
dictionaries necessary to process deep automatic understanding of MA.

The science behind language processing is Natural Language Processing (NLP).
NLP is the study of mathematical and computational modeling of various aspects of
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language and the development of a wide range of systems [1]. The ultimate goal of
NLP is full understanding of natural language, a reality that we are yet far away to
achieve.

NLP allows organizing and structuring knowledge to perform tasks such as auto-
matic summarization, relationship extraction, question answering (QA), translation,
named entity recognition, sentiment analysis, speech recognition, topic segmentation,
etc.

In our case, we use NLP as a starting point to text-to-speech (TTS) Synthesis to
perform the following tasks:

• Provide diacritics of the input text to ease the pronunciation step.
• Extract the text sentiment to add prosody to the final speech

The aim of performing TTS synthesis on MA is to assist different categories:

• Distracted people (factory’s workers, drivers) to read and write contents with vocal
control

• Visually impaired people unable to read

In this chapter, we start by studying linguistic aspects of MA, then present the state
of the art of NLP techniques in general, then focus on NLP applied to Arabic dialects.
Finally, we describe how we use rule-based NLP and probabilistic models in the TTS
process.

2 Background

In this Section, we analyze linguistic characteristics of MA. It is necessary to under-
stand different aspects of MA linguistics in order to infer the necessary rules to
diacritization.

2.1 Lexicon

Although MSA is the origin of the largest part of MA vocabulary, another significant
part is borrowed from French, Spanish, English and Berber. Still, MA has a simpler
vocabulary and grammar in comparison with MSA.

We should mention that many fields, e.g. sciences, do not contain any specific MA
words. To refer to an object with no specific equivalent in MA, people usually use its
French, English, or Spanish equivalent. Table 1 Example of the use of foreign words in
MA presents an example of this aspect.

Table 1. Example of the use of foreign words in MA
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Moreover, just like other languages, MA is in permanent evolution, new vocabulary
words emerge frequently depending on current events.

2.2 Phonology

MA contains 31 consonant phonemes and six vowel phonemes, five short vowels and
one long vowel. The interdental consonants, present in MSA, /h/(th in thin) and /ð/(th
in those) are rarely used in MA, and remain in some proper names.

MA contains 8 emphatic consonants /ḅ, ț, ḍ, ṛ, ẓ, ṣ, ṃ, ḷ/. They are pronounced with
greater tension than their plain equivalents. Emphatic consonants are marked with a dot
under the consonant.

Unlike MSA, MA allows emphatic and germinated consonants at the beginning of
syllables.

Pronunciation in MA is close to the pronunciation in MSA but presents some
differences.

In MA, the characters P, V, and G exist, but not in MSA. Such as in the words
“Portable”, “Vitesse” and “Garage”, these words are pronounced exactly as in French.

Some pronunciation differences exist between Moroccan regions. The sound [ʒ] as
is the word “James” is, pronounced [x] in northern region.

MA does not contain any diacritics, which can make it confusing to read.

2.3 Transcription

The study of MA transcription characteristics is based on personal text messages and
social media exchanges, which are the main electronic resources available in MA.

Hereafter, the main transcription forms found in the studied resources.

• MSA word written in Latin characters
• MA word written in Latin characters
• MSA word written in Arabic characters
• MA word written in Arabic characters
• French word written in Latin characters

The second form presents the following challenges:
Since some Arabic phonetic characters do not exist in Latin, users use instead

symbols and numbers as described in Table 2.

Table 2. The use of special characters in MA
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Beside, a single word could have many possible transcriptions as described in
Table 3.

The transcription of a word might be different from a region to another as illustrated
with the word , which means “what”, in Table 4.

3 Survey of NLP Tasks

A thorough semantic understanding of natural language is still far away to achieve.
Most research studies in all languages in general and in Arabic in particular have
adopted the approach of splitting the NLP into several sub-tasks chained together to
form processing pipelines. This strategy consists of tackling syntax first for the more
direct applicability of machine learning techniques, for preprocessing textual data to
prepare an easier form of data to the main task of understanding the semantics. In this
section, we will go through the most common tasks of NLP. These tasks can be
undertaken jointly or separately depending on the purpose of NLP.

Tokenization is the process of breaking up a given text into units called tokens; it is
the first step of NLP. In NLP studies, it is conventional to focus on simple analysis by
taking into consideration the basic units, namely words. The main reason for this
choice, especially in languages like English or French, is the simplicity of identifying
words being delimited by spaces; however, this choice has misled researches into
overlooking complexity of distinguishing other units, such as idioms and fixed
expressions; not to mention the absence of delimiters in other languages like Chinese or
Thai.

Part-Of-Speech Tagging, known as POS Tagging, is the process of giving each word
a label as corresponding to a particular part of speech, based on its definition and its
context. It is an important pretreatment NLP step that allows helping resolve word

Table 3. Possible transcriptions of the word

Table 4. Regional transcriptions of the word
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ambiguity, reduce number of a sentence parses, etc. In literature, it is often considered
as a solved task with published tagging accuracy around 97%. However, work in [2],
demonstrates how this percentage is to be reviewed due to certain specific environment
settings.

Moreover, POS taggers performances vary depending on language. In fact, most
POS Taggers have been developed for English processing using the Penn Treebank
Tagset [3] for training and evaluation data. Table 5 presents an extract of the Treebank
Tagset.

Three categories of taggers are available:
Rule-Based Pos Tagging used in [4–6], is a basic approach that uses hand-written
rules. These rules are used to identify the correct tag when many possible tags and
available for a word. Linguistic features of the word, the word before and after, are
analyzed as well as other linguistic aspects.

Statistical Approach (Probabilistic) used in [7–9] employ a training corpus to choose
the most probable tag for a word. Markov model are the most used, they assign a
sentence the tag sequence that maximizes the probability in (1).

P word=tagð Þ � P word=n � previous tagsð Þ ð1Þ

n being the sentence length
Stochastic taggers present a number of advantages over the rule-based taggers, first

they do not need laborious rule construction and the risk of not including some nec-
essary rule by developers is eliminated. However, they have the disadvantage that
linguistic information is captured indirectly, in large statistics tables.

Transformation-based learning approach combines both rule-based and stochastic
approaches. It picks the most likely tag based on a training corpus and then executes a
set of rules to see whether the tag should be changed. The new rules are saved for
future use. The famous Brill tagger [10] belongs to this category. The transformation-
based algorithms present many advantages; first, they are fast taggers, they can actually
be 10 times faster than stochastic taggers; moreover, they ease the process of

Table 5. Extract of the Penn Treebank Tagset

No Tag Description

1 CC Coordinating conjunction
2 CD Cardinal number
3 DT Determiner
4 EX Existential there
5 FW Foreign word
6 IN Preposition or subordinating conjunction
7 JJ Adjective
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development and debugging since the learned rules are easy to understand; however,
training time is often very long especially with large corpora, which is very frequent in
NLP.

Chunking or shallow parsing is the process of tagging segments of a sentence with
syntactic definitions (NP or VP). Each word is assigned a unique tag, often encoded as
a begin-chunk (e.g. B-NP) or inside-chunk tag (e.g. I-NP).

Named Entity Recognition (NER) is the process of classifying every word in a text
into predefined categories, the atomic elements of information extraction could be
answering the main questions, who, where, how, when [11]. NER performs as surface
parsing. Delimiting surface of tokens answering these important questions. NER is
relatively simple and easy to implement. However, many ambiguous cases make it
difficult to attain human performances.

In the literature, five major approaches are identified. These include Rule-Based
Models (Production rules and First Order Logic), Semantic Patterns, First Order Logic,
Networks (Bayesian and semantic), and OWL. Hereafter, an analysis of each model.

Rule-based models are widely used even if probabilistic models got more popular in
NLP. The major advantage of rule-based models is there capacity to come over the lack
of training data. They are combined in many researches with other statistical methods
to address problems such as tokenization, sentence breaking, etc.

First Order Logic is a rule-based method, it is a collection of formal systems using
quantified variables over non-logical objects, it allows converting natural language into
a logical expressions supporting syntactic, semantic, and pragmatics at a certain degree.

Production rules also known as rewriting rules; consist of a rule-based model setting
up grammar rules, which indicate how the subparts the sentence can be broken.

Networks, namely Bayesian networks are a widely used method in NLP. All
variables are represented using directed acyclic graph (DAG). Arcs are causal con-
nections between two variables; the truth of an event depends on the truth of the former
event. The advantage of a Bayesian network is that it is able to represent subjectivity.
The representation considers prior knowledge to compute the likelihood of events. In
other words, in order to process the joint distribution of the belief network, there is a
need to know P=Parents Pð Þð Þ for each variable.

Bayesian networks present some limits: in fact, determining the probability of each
variable P in the belief network is complicated. Hence, it is also difficult to enhance and
maintain the statistical table for large-scale information processing problems. In
addition to that, the expressiveness of Bayesian networks is very limited. For these
reasons, semantic networks are commonly used in NLP research.

Semantic networks are graphic representations that represent knowledge in a graph of
interconnected nodes with arcs. The nodes represent objects and the arcs relations
between nodes. A semantic network is a directed graph with directed and labeled links.

Semantic networks might be definitional, focusing only on “IsA” relationships, the
result of this representation is what we call generalization, and it allows copying
properties from parent to child.
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In [12], authors propose a deep neural network architecture for NLP. The network
processes an input sentence, and outputs a host of language processing predications:
Pos tags, chunks, named entity-tags, semantic roles, semantically similar words and the
likelihood that the sentence would make sense. The network is trained on all the tasks
jointly using weight sharing, an instance of multitask semi-supervised learning.

Ontology-Driven NLP: OWL, the Web Ontology language is a w3c recommendation
and a major technology for semantic web; it is as an important component in NLP
systems handling the semantic level of language. Ontologies provide a formal semantic
representation of a specific field. In fact, most of the semantic lexical resources
available (WordNet [13], SIMPLE [14], etc.), have in common the presence of an
ontology as a core module. The use of ontologies resulted to the fact that the intrinsic
properties of studied sentences are not enough to have satisfying results.

Other research works have adopted different approaches other than the “Pipeline”
approach, and choose to consider NLP as a completely unified task with models driven
by semantic understanding.

Authors in [15] picture the processing of NLP through three overlapping stages:
Syntactic Curve, Semantics Curve and Pragmatics Curve. Predicting that full pragmatic
understanding of natural language would not be optimal until 2100, judging by current
evolution of the field.

When it comes to MSA, it has been the object of many researches for NLP pur-
poses. Hence, most of the NLP technologies mentioned previously are used for MSA.
In fact, many Arabic NLP programs already exist (analyzers, translators, QA systems)
but also data (dictionaries, lexicons and corpora). The issue in researches for MSA
processing is the lack of consideration to reusability, openness and flexibility.

In [16], the authors present a tool Mada + TOKAN toolkit, a system that can derive
morphological and contextual information from Arabic text, and then use it for a
multitude of NLP tasks. Applications include high-accuracy POS tagging, lemmati-
zation, disambiguation, stemming, glossing, etc.

In [17], the authors apply the Named entity recognition on Arabic Language.
Many studies focus on building corpuses for Arabic processing like in [18, 19].

Authors in [20] present a large annotated Arabic corpus; authors used production rules
to present data respecting the treebank model.

In [21], a critical survey about available free available Arabic corpora shows 66
available resources divided into six different categories:

• Speech Corpora: audio recording, transcribed data
• Annotated Corpora: named entities, error annotation, syntax, POS, semantic.
• Lexicon: Lexical databases and words lists
• Handwriting Recognition Corpora: Scanned and annotated documents
• Miscellaneous Corpora types: QA, comparable corpora, plagiarism detection and

summaries.

More recently, many approaches use the advances in deep learning to perform some
NLP subtasks such as diacritization.

When it comes to MA, there is a fair amount of descriptive studies working on
grammar, syntax and dictionaries. [22–24]. However, few researches focus on creating
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linguistic resources and NLP tools for MA. In [25], authors present morphological
analyzers for both MA and Yemeni Dialect, in addition to corpuses of both dialects
morphologically annotated, The MA corpora containing 64 K tokens.

In [26], authors built a Moroccan Arabic Code Switched Corpus on a word level.
The database contains 223 k tokens, harvested mainly from discussion forums and
blogs.

In [27], authors built a bilingual dictionary MSA versus Moroccan Arabic for
machine translation purpose from MA to MSA.

4 Approach

Due to the multiple transcription forms of MA described in 2.3, diacritization is an
essential step in order to retrieve the correct meaning of the word and pronounce it
correctly. We add two pretreatment steps that consist of detecting transcription direc-
tion and then add diacritization when it comes to MA content in Arabic characters as
described in Fig. 1.

In the diacritization phase, we apply a rule-based model, on each character to
determine the diacritics taking into consideration the character before and after. The
rules have been inferred from the linguistic study, and observation of the corpus
described below.

The corpus contains harvested words from personal SMS in MA and social media
online. Our database contains 10 k tokens.

Table 6 gives the diacritization error rate (DER) obtained with our system 5.7%, in
comparison with the DER obtained in MSA in the state of the art 4.85%.

Fig. 1. Pretreatment-steps
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The main issues encountered are different from the ones described in the state of the
art for MSA. Our system identifies two major problems: The first letters of words and
characters with diacritic *shadda. These issues could not be resolved with rule-based
models and further models need to be involved. External resources are also mandatory
to retrieve the correct diacritization and meaning.

Once the text fully diacritized, the text goes through the TTS process represented in
Fig. 2.

The text-to-phoneme conversion is based on of pre-recorded pronunciation lexicon.
In order to make the conversion more realistic, we run a final prosody analysis to

determine the tone, the nature (question, exclamation) and the general sentiment of the
sentence (Anger, satisfaction, etc.) based on keywords.

5 Conclusion

In this article, we discussed the state of the art in the field of NLP and analyzed the
characteristics of the Moroccan Arabic Dialect. We also presented the flowchart of a
TTS Synthesizer for Moroccan Arabic and detailed the rule-based model we used to
enhance TTS Synthesis. We introduced a diacritization system for Moroccan Arabic,
and showed that we achieve comparable DER with state of the art Modern standard

Table 6. Diacritic error rate (DER) over all diacritics

MSA MA

DER 4.85% 5.7%

Structure 
Analysis

Text 
Normalisation

Text-To-Phoneme 
Conversion

Prosody 
Analysis

Structure 
rules

Abreviations database Pronunciation
lexicon

Prosody 
rules

MA dictionnary

Fig. 2. Process of text-to-speech synthesis
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Arabic DER, In the future; we intend to work on Speech recognition tool to build an
MA Corpus necessary to perform deep learning for enhanced diacritization and TTS.
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Abstract. Wireless sensor networks (WSNs) are extensively used in sev-
eral fields, especially for monitoring and gathering physical information.
The sensor nodes could be static or mobile depending on the application
requirements . Mobility arises major challenges especially in routing. It
radically changes the routing path, while the WSNs peculiarities make
reuse of designed protocols difficult especially for other types of mobile
networks. In this paper, we present a Context-Aware routing protocol
based on the particle swarm optimization (PSO) in random waypoint
(RWP) based dynamic WSNs. Finally, a case study of forest fire detec-
tion is presented as a validation of the proposed approach.

1 Introduction

Over the past decades, wireless sensor networks (WSNs) have received consid-
erable interest. Such a network is composed of one or multiple sinks and a large
number of sensor nodes working in uncontrolled areas [1]. WSN provides a conve-
nient way to monitor the physical environments. Thus, it can be used for several
kinds of applications such as precision agriculture, environmental control and
health care. However, sensors have some limitations like low power, low treat-
ment capacity and limited lifetime. Consequently, new challenges were raised in
operations research and optimization field. Some basic optimization problems
are related to topology control, scheduling, coverage, mobility and routing [2].

Routing in WSN is considered as an NP-hard optimization problem in many
cases [2]. Therefore, metaheuristics are the most suited approaches to tackle
these problems [3]. Many metaheuristics, such as Particle Swarm Optimization
(PSO) [4], Genetic Algorithms (GA) [5] and Ant Colony Optimization (ACO) [6]
are applied to routing problems. Rather than other metaheuristics, PSO and ACO
have been widely and effectively used to solve routing problem in WSN [7–9].

A WSN is usually deployed with static sensor nodes in a monitoring area.
However, due to the changing condition and hostile environment, an immobile
WSN could face several problems such as, coverage problem, holes problem,
sensors connectivity [10],. . . Whereas introduction the mobility in the nodes in a
WSN can enhance its capability and flexibility. This mobility follows a designed
model that describes the movement of the sensors, how their location, velocity
c© Springer Nature Switzerland AG 2019
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and acceleration change over time. It can be a random or a controlled model, the
random waypoint (RWP) is the most commonly model used for mobile networks
simulations [11,12].

In complex systems, such as WSNs, various context information have their
impact on the system performance. Different types of contextual information
should be considered in the protocol design. Context is any information that
can be used to characterize the situation of an entity and the environment the
entity is currently in. Context-awareness enriches entities with knowledge of
the status of themselves and the environments, which enables the automatic
adaptation to the changing environments [13]. Therefore, the research on the
context-aware technology is very important to implement the imagination of the
pervasive computing. In this sense, we favored the context-aware paradigm to
be the research keystone as a juncture between the pervasive computing thought
and WSN technology. There are some works on context-based routing in WSNs
[14,15]. However, most focused only on a single network metric, such as energy
(energy-aware routing). An efficient routing solution should simultaneously take
into account multiple contextual metrics that have impact on routing perfor-
mance.

The main contribution of this work is the proposal of a Context-Aware rout-
ing protocol based on the particle swarm optimization for mobile WSNs. The
approach is validated by experiments and a studied case: forest fire detection.

In this paper we present a general Context-Aware Protocol for WSNs that
could be suitable in different area like health care monitoring, environmental
sensing (forest fire detection, air pollution monitoring, and water quality moni-
toring, natural disaster prevention), and industrial monitoring. . .

The remaining of this chapter follows this succession: Sect. 2 describes the
proposed context-aware routing protocol based on PSO. The studied case and
the results are in presented the Sect. 3. Finally, in Sect. 4 concludes this chapter.

2 Context-Aware Routing in WSN

This section first presents a formal description and definition of the terms context
and context-aware protocol, as they are frequently mentioned. Then a require-
ment analysis for the protocol design is presented moreover than the designed
protocols based upon the requirements.

2.1 Definition of Context

For a formalization of context-aware routing, a definition of context and context-
awareness is required at the first place. A definition of context is given by Dey
and Abowd [16]:

Context is any information that can be used to characterize the situation of
entities (i.e., whether an object, a person or a place) that are considered relevant
to the interaction between a user and an application, including the user and the
application themselves.
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Within the scope of this paper, the use of contextual information is not
restricted to the interaction between users and applications, but the interaction
among the devices within a mobile wireless sensor network. Take wireless sensor
network as an example, the term context refers to the situation and the envi-
ronment of the sensor nodes, which are objects in the terminology of the given
general definition. The concrete context metrics of the sensor node can be, for
example:

• location
• energy level
• connectivity
• sensed data
• individual preferences
• mobility
• traffic rates
• link quality

The description of a current context then at least consists of the description
of relevant criteria as defined above, as well as the current context values for all
these criteria. Additionally, it can also contain rules for correct interpretation of
the combined context. We classify the context into three groups: local, link, and
global context.

• Local context: local context includes local attributes of network nodes, such
as location, mobility and residual energy.

• Global context: global context includes diverse attributes of the network, such
as network topology and traffic conditions.

• Link context: link context includes various properties associated with wireless
links, such as link quality and bandwidth.

Due to the dynamic nature of mobile wireless sensor networks, it is expensive
to obtain and maintain global contexts. Therefore, local and link context should
be exploited efficiently to improve system performance.

Context-aware means that an entity performs an action while taking into
account its own current context and the context of those it is interacting with.
In the scope of routing in wireless sensor networks, context-aware routing refers
to routing methods that use the context information that are mentioned above to
determine routes. The concrete decision on which context metrics to use should
depend on the specific requirements of the application.

2.2 Context-Aware Routing Protocol Based on PSO for Mobile
WSN

The context is any information that has an impact in our environment (internal
and external), in our case the context is a combination of different elements (as
mentioned before) which are: the position of the WSN, the changing collected
data, WSN properties. . .
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Fig. 1. The context-aware PSO flowchart for mobile WSNs

In the initial step the WSNs are deployed in the choosing area. As it is seen
in Fig. 1, when and event (which could be weather conditions, human actions,
or animal movement) occurs the position of the WSNs changes so the current
instance of the context does too we speak then about mobile WSN. This move-
ment modify the distance between nodes which require and adaptation of the
routing protocol to send real time information to the sink. The sensed infor-
mation are send to the Context-Aware Manager. This latter collects the current
context of the WSNs and the environment from sensor data and back-end analy-
sis (the source node). Its inputs are sensed information and current context. The
component outputs are a set of management instructions for each sensor device,
and real time information to the sink through the near optimal path using PSO
routing protocol.

In order to represent the events that can affects the WSN and changes the
sensors position randomly, we choose the most used mobile model; the Random
Waypoint Mobility Model.

2.3 The Random Waypoint Mobility Model

The random waypoint (RWP) mobility model is a variation of random walk
model [17]. A mobile node begins by staying in a position for a pause time.
Once this time expires, the node travels toward a random destination at the
selected speed. Upon arrival, this node waits for a period of time before starting
the process again (See Fig. 2). The RWP is a model commonly used for mobile
networks. Thus it is the model in consideration for this work.



384 A. El Ghazi et al.

Fig. 2. Random waypoint model

2.4 Routing-Based on the Particle Swarm Optimization

The particle swarm optimization (PSO) [18] is a computational method that
optimizes iteratively a problem, trying to improve a solution regarding the mea-
sure of quality given. The PSO starts by having a population of candidate solu-
tions, then moving these particles in the search-space according to the particle’s
position and velocity formulated mathematically by the Eqs. 1 and 2.

vi+1 = ωvi + η1rand()(Pbesti − xi) + η2rand()(Gbest − xi) (1)

xi+1 = xi + vi+1 (2)

Where vi is the velocity of particle i. xi is current position of particle i.
Pbesti is the best position of particle i and Gbest is the global best position.

In search-space, each particle’s movement is influenced by its local best posi-
tion and global best one. This is expected to move the swarm toward the best
solutions following the Algorithm1).

The PSO approach employ the forward agent and backward one in order to
create the initial paths towards the sink. Afterwards, the PSO is used in order
to find the best path and transmit data to the finale destination. The equations
used in the PSO algorithm are redefined and adapted to the routing problem as
described the authors in [19].

As we can not applied the Eq. 1 to routing in this form, the authors in [19]
propose a method to modify xi. Some nodes in xi are also in Pbesti, so it is
reasonable to replace a node ns in the path xi by a selected nps node of Pbesti
and make xi closer to Pbesti. The nps node sends a forward agent, if nsx and
ns+y (x, y ≥ 1) receive this direct agent, the broken path is repaired and the new
path xi is recreated. Otherwise, we should select another node in Pbesti instead
of nps. By the same method we redefine the formula of Gbest in the Eq. 1.

The proposed context-aware routing algorithm using PSO is expressed as
follows:
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Algorithm 1. The Context-Aware Protocol based on PSO
Events detection
while Nbr iteration < Maximum number of iterations do

for Each particle xi do
Evaluate xi using the objective function
if f(xi) < f(Pbesti)

Pbesti ← xi

end if
if f(xi) < f(Gbesti)

Gbesti ← xi

end if
the objective is reached quit
Improve xi according to the above method

end for
Nbr iteration ← Nbr iteration+1

end while
Check and determine the final path.
Data transmission

3 The Case Study: Fire Forest Detection Using WSN

In this section, we present the simulation results of the comparison between
the proposed PSO based context-aware routing protocol, the standard routing
protocol AODV [20] and the ACO approach (IACOR) [8]. As we mentioned
before the proposal is general, therefore we implemented the proposed protocol
using MATLAB for a fire forest detection.

3.1 The Fire Forest Detection Using WSN

Forest fires are among the disasters that have multidimensional negative effects
in social, economic and ecological matters. The probability of ignition of forests is
in solid increase due to climate changes and human activities. Forest fires reduce
the cover of tree and lead to an increase in the gas emissions of our planet, and
approximately 20% of CO2 emissions in the atmosphere are due to forest fires.
Unfortunately, approximately 13 million hectares of forest are destroyed each
year in the world, Faced with these horrific numbers, it becomes very urgent to
review the classical forest fires detection methods for which a key problem is
that when the fire becomes large it becomes very difficult to put out.

In this case, a wireless sensor network (WSN) technology could be deployed
to detect a forest fire in its early stages. A number of sensor nodes need to be
deployed randomly in a forest. Each sensor node can gather different types of
row data from sensors, such as temperature, humidity, pressure and position.
All sensing data are sent wirelessly to a sink station using the proposed context-
aware routing protocol based on PSO (Fig. 3).
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Fig. 3. Fire forest detection using WSN.

3.2 Experiment Parameters

We performed many simulations for the above-mentioned approach for mobile
WSNs, using the experimentation parameters (see Table 1) and the sensors model
based on “First Order Radio Model” (see Fig. 4) proposed by Heinzelman et
al. [21].

To send and receive a message, power requirements are formulated as follows:

• The transmitter consumes to send k bits by d meters:
ETx(k, d) = (Eelec × k) + (εamp × k × d2)

• The receiver consumes:
ERx(k) = Eelec × k

Where Eelec = 50nJ/bit is the energy of electronic transmission and
εamp=100 nJ/bit/m2 is the energy of amplification.

The mobile entities require additional energy for mobility, they have self-
charging capability, or equipped with a much larger energy reserve.

Due to continuous changes in the topology of the mobile network. We gener-
ated different network scenarios for number of nodes, simulation time (represent
how long the WSN stay working and mobile) and number of packets. Also, we
used Random Waypoint mobility to model a mobility of nodes. Table 1 shows
our simulation parameters.

In order to validate the proposed protocols effectiveness in the studied case,
we used the energy consumption and Packet Delivery Ratio (PDR) as evaluation
metrics. The PDR is the percentage of data packets successfully delivered to the
sink. According to this definition, the PDR can be calculated as in Eq. 3.
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Fig. 4. First order radio model [21].

Table 1. Simulations parameters

Parameter Value

No. of nodes 100 and 200

Initial node energy 10 J

Simulation area 1000m2 and 1100m2

Mobility model random waypoint

Simulation time 50, 100, 150, 200, 250, 300 s

Pause time random values [0.2 s]

No. of simulations 15 run

PDR =
Number of received packets

Number of transmitted packets
(3)

3.3 Simulation Results

In this section, we will discuss the routing protocol simulation results and com-
pare the proposed context-aware based-PSO protocol to the AODV protocol and
the ACO approach (IACOR) [8].

The AODV [20] is a reactive routing protocol, where the routes are deter-
mined just when it required. Figure 5 shows the message exchanges of the AODV
protocol.

AODV-node informs its neighbors about its own particular presence by con-
tinually sending “hello messages”. Thus, every node knows the states of its
neighbors. To find a route to another node AODV sends a request (RREQ) to
its neighbors. A RREQ contains the source node address and the last sequence
number received. The receiving node verifies if a route exists and if the sequence-
number is higher than the route found then, a route reply (RREP) is sent to the
requesting. On the other hand, if the route does not exist, the receiving node
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Fig. 5. AODV protocol messaging

sends a RREQ itself to try to find a route for the requesting node. If an error is
detected, a route error (RERR) is sent to the source of data.

The approach IACOR [8], is a proposed routing protocol for a flat networks.
Using stable sensors and sink, the object is to locate the ideal way, with negligible
vitality utilization and solid connections. When an event occurs, source node
parts information to N parts, every part is transmitted to the base station by
an insect. Ants choose the next hop by using probabilistic choice tenets, and so
on until sink. This approach gives great results, comparing to routing protocol
EEABR (Energy-Efficient Ant-Based Routing) and original ACO approach [22].

We simulate the three routing protocols following the above mentioned per-
formance, in order to detect a fire forest early and communicate the information
to the fire department efficiently and in time.

The comparison of the average residual energy in the WSN is shown in
Fig. 6(a). We can see that as the simulation time increases as the average resid-
ual energy of the Context-Aware PSO protocol is better comparing to the others
routing protocols, that is due to efficiency of the PSO used to find the good path
from source node to the destination.

Figure 6(b) compares the percentage of packet delivery ratio (PDR) for the
context-aware based-PSO protocol, AODV and IACOR. As shown the packet
delivery ratio of the context-aware based-PSO protocol is clearly higher than
the AODV and IACOR protocol. It can be concluded that the packet delivery
ratio and the average residual energy for the context-aware based-PSO protocol
is better in a mobile WSN composed by 100 nodes.

Also as presented in [23], the proposed context-aware based-PSO protocol
achieves good delivery ratio, compared to AODV, which means that our app-
roach has better performance. So, the context-aware based-PSO protocol is more
efficient even in larger network by considering the energy consumption and the
packet delivery.
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Finally, the results found illustrate that the proposed routing protocol overall,
provides better results. That mean the fire forest detection was made efficiently
and the information is communicated early to avoid natural or human damages.

4 Conclusion

Traditional static WSNs have several limitations on supporting multiple missions
and handling different situations when the network condition changes. Introduc-
ing mobility to WSNs can significantly improve the network capability and thus,
outstrip the above limitations. In this, sense this paper present a context-aware
routing protocol based one of the most used metaheuristics for routing: the PSO
based protocol for dynamic WSNs. Finally, simulations done show the protocol
behaviors in different scenarios by changing the WSNs setting and its efficiency.

The maximum benefit out of the recent developments in sensor networking
can be achieved via the integration of sensors with Internet. The real-time specific
sensor data must be processed and the action must be taken instantaneously. For
a future work, we want to integrate the sensor network and Internet using Cloud
Technology which offers the benefit of reliability, availability and extensibility.
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